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Abstract

Cryptography. It may seem like only mathematicians and computer scientists have access to this obscure, esoteric, powerful, elegant topic. In fact, many kinds of cryptography are simple enough that anyone can learn their fundamental concepts.

It is common knowledge that cryptography is used to secure communications, whether they be coded letters or private digital interactions. Another application is in so-called cryptocurrencies. These digital moneys use cryptography to assign and transfer ownership of funds. To ensure that no piece of money can be duplicated or created at will, cryptocurrencies usually rely on ‘blockchains’, which are public, distributed ledgers containing records of currency transactions that can be verified by third parties [97].

It might seem at first glance that transactions need to be sent and stored in plain text format to make them publicly verifiable. In fact, it is possible to conceal a transaction’s participants, as well as the amounts involved, using cryptographic tools that nevertheless allow transactions to be verified and agreed upon by observers [136]. This is exemplified in the cryptocurrency Monero.

We endeavor here to teach anyone who knows basic algebra and simple computer science concepts like the ‘bit representation’ of a number not only how Monero works at a deep and comprehensive level, but also how useful and beautiful cryptography can be.

For our experienced readers: Monero is a standard one-dimensional distributed acyclic graph (DAG) cryptocurrency blockchain [97] where transactions are based on elliptic curve cryptography using curve Ed25519 [38], transaction inputs are signed with Schnorr-style multilayered linkable spontaneous anonymous group signatures (MLSAG) [108], and output amounts (communicated to recipients via ECDH [52]) are concealed with Pedersen commitments [88] and proven in a legitimate range with Bulletproofs [43]. Much of the first part of this report is spent explaining these ideas.
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CHAPTER 1

Introduction

In the digital realm it is often trivial to make endless copies of information, with equally endless alterations. For a currency to exist digitally and be widely adopted, its users must believe its supply is strictly limited. A money recipient must trust they are not receiving counterfeit coins, or coins that have already been sent to someone else. To accomplish that without requiring the collaboration of any third party like a central authority, its supply and complete transaction history must be publicly verifiable.

We can use cryptographic tools to allow data registered in an easily accessible database - the blockchain - to be virtually immutable and unforgeable, with legitimacy that cannot be disputed by any party.

Cryptocurrencies store transactions in the blockchain, which acts as a public ledger of all the currency operations. Most cryptocurrencies store transactions in clear text, to facilitate verification of transactions by the community of users.

Clearly, an open blockchain defies any basic understanding of privacy or fungibility, since it literally publicizes the complete transaction histories of its users.

---

1 In this context ledger just means a record of all currency creation and exchange events. Specifically, how much money was transferred in each event and to whom.

2 a**Fungible** means capable of mutual substitution in use or satisfaction of a contract. ... Examples: ... money, etc.**[25]** In an open blockchain such as Bitcoin, the coins owned by Alice can be differentiated from those owned by Bob based on the ‘transaction history’ of those coins. If Alice’s transaction history includes transactions related to supposedly nefarious actors, then her coins might be ‘tainted’ [95], and hence less valuable than Bob’s (even if they own the same amount of coins). Reputable figures claim that newly minted Bitcoins trade at a premium over used coins, since they don’t have a history [118].
To address the lack of privacy, users of cryptocurrencies such as Bitcoin can obfuscate transactions by using temporary intermediate addresses [99]. However, with appropriate tools it is possible to analyze flows and to a large extent link true senders with receivers [125, 41, 112, 48].

In contrast, the cryptocurrency Monero (Moe-neh-row) attempts to tackle the issue of privacy by storing only single-use addresses for receipt of funds in the blockchain, and by authenticating the dispersal of funds in each transaction with ring signatures. With these methods there are no known generally effective ways to link receivers or trace the origin of funds.3

Additionally, transaction amounts in the Monero blockchain are concealed behind cryptographic constructions, rendering currency flows opaque.

The result is a cryptocurrency with a high level of privacy and fungibility.

1.1 Objectives

Monero is an established cryptocurrency with over five years of development [127, 13], and maintains a steadily increasing level of adoption [54].4 Unfortunately, there is little comprehensive documentation describing the mechanisms it uses.5,6 Even worse, essential parts of its theoretical framework have been published in non-peer-reviewed papers that are incomplete or contain errors. For significant parts of the theoretical framework of Monero, only the source code is reliable as a source of information.7

Moreover, for those without a background in mathematics, learning the basics of elliptic curve cryptography, which Monero uses extensively, can be a haphazard and frustrating endeavor.8

We intend to palliate this situation by introducing the fundamental concepts necessary to understand elliptic curve cryptography, reviewing algorithms and cryptographic schemes, and collecting in-depth information about Monero’s inner workings.

To provide the best experience for our readers, we have taken care to build a constructive, step-by-step description of the Monero cryptocurrency.

---

3 Depending on the behavior of users, there may be cases where transactions can be analyzed to some extent. For an example see this article: [61].

4 In terms of market capitalization, Monero has been steady relative to other cryptocurrencies. It was 14th as of June 14th, 2018, and 12th on January 5th, 2020; see https://coinmarketcap.com/.

5 One documentation effort, at https://monerodocs.org/, has some helpful entries, especially related to the Command Line Interface. The CLI is a Monero wallet accessible through a console/terminal. It has the most functionality out of all Monero wallets, at the expense of no user-friendly graphical interface.

6 Another, more general, documentation effort called Mastering Monero can be found here: [57].

7 Mr. Seguias has created the excellent Monero Building Blocks series [123], which contains a thorough treatment of the cryptographic security proofs used to justify Monero’s signature schemes. As with Zero to Monero: First Edition [33], Seguias’s series is focused on v7 of the protocol.

8 A previous attempt to explain how Monero works [110] did not elucidate elliptic curve cryptography, was incomplete, and is now over five years outdated.
In the second edition of this report we have centered our attention on version 12 of the Monero protocol\textsuperscript{9}, corresponding to version 0.15.x.x of the Monero software suite. All transaction and blockchain-related mechanisms described here belong to those versions.\textsuperscript{10,11} Deprecated transaction schemes have not been explored to any extent, even if they may be partially supported for backward compatibility. Likewise with deprecated blockchain features. The first edition \cite{33} corresponded to version 7 of the protocol, and version 0.12.x.x of the software suite.

1.2 Readership

We anticipate many readers will encounter this report with little to no understanding of discrete mathematics, algebraic structures, cryptography\textsuperscript{12}, and blockchains. We have tried to be thorough enough that laypeople from all perspectives may learn Monero without needing external research.

We have purposefully omitted, or delegated to footnotes, some mathematical technicalities, when they would be in the way of clarity. We have also omitted concrete implementation details where we thought they were not essential. Our objective has been to present the subject half-way between mathematical cryptography and computer programming, aiming at completeness and conceptual clarity.\textsuperscript{13}

1.3 Origins of the Monero cryptocurrency

The cryptocurrency Monero, initially known as BitMonero, was created in April 2014 as a derivative of the proof-of-concept currency CryptoNote \cite{127}. Monero means ‘money’ in the language Esperanto, and its plural form is Moneroj (Moe-neh-rowje, similar to Moneros but using the -ge from orange).

CryptoNote is a cryptocurrency devised by various individuals. A landmark whitepaper describing it was published under the pseudonym of Nicolas van Saberhagen in October 2013 \cite{136}. It offered receiver anonymity through the use of one-time addresses, and sender ambiguity by means of ring signatures.

\textsuperscript{9} The ‘protocol’ is the set of rules that each new block is tested against before it can be added to the blockchain. This set of rules includes the ‘transaction protocol’ (currently version 2, RingCT), which are general rules pertaining to how a transaction is constructed. Specific transaction rules can, and do, change, without the transaction protocol’s version changing. Only large-scale changes to the transaction structure warrant moving its version number.

\textsuperscript{10} The Monero codebase’s integrity and reliability is predicated on assuming enough people have reviewed it to catch most or all significant errors. We hope that readers will not take our explanations for granted, and verify for themselves the code does what it’s supposed to. If it doesn’t, we hope you will make a responsible disclosure (https://hackerone.com/monero) for major problems, or Github pull request (https://github.com/monero-project/monero) for minor issues.

\textsuperscript{11} Several protocols worth considering for the next generation of Monero transactions are undergoing research and investigation, including Triptych \cite{106}, RingCT3.0 \cite{143}, Omniring \cite{84}, and Lelantus \cite{71}.

\textsuperscript{12} An extensive textbook on applied cryptography can be found here: [42].

\textsuperscript{13} Some footnotes, especially in chapters related to the protocol, spoil future chapters or sections. These are intended to make more sense on a second read-through, since they usually involve specific implementation details that are only useful to those who have a grasp of how Monero works.
Since its inception, Monero has further strengthened its privacy aspects by implementing amount hiding, as described by Greg Maxwell (among others) in [89] and integrated into ring signatures based on Shen Noether’s recommendations in [108], then made more efficient with Bulletproofs [43].

1.4 Outline

As mentioned, our aim is to deliver a self-contained and step-by-step description of the Monero cryptocurrency. Zero to Monero has been structured to fulfill this objective, leading the reader through all parts of the currency’s inner workings.

1.4.1 Part 1: ‘Essentials’

In our quest for comprehensiveness, we have chosen to present all the basic elements of cryptography needed to understand the complexities of Monero, and their mathematical antecedents. In Chapter 2 we develop essential aspects of elliptic curve cryptography.

Chapter 3 expands on the Schnorr signature scheme from the prior chapter, and outlines the ring signature algorithms that will be applied to achieve confidential transactions.

Chapter 4 explores how Monero uses addresses to control ownership of funds, and the different kinds of addresses.

In Chapter 5 we introduce the cryptographic mechanisms used to conceal amounts.

With all the components in place, we explain the transaction scheme used in Monero in Chapter 6.

The Monero blockchain is unfolded in Chapter 7.

1.4.2 Part 2: ‘Extensions’

A cryptocurrency is more than just its protocol, and in ‘Extensions’ we talk about a number of different ideas, many of which have not been implemented.\(^{14}\)

Various information about a transaction can be proven to observers, and those methods are the content of Chapter 8.

While not essential to the operation of Monero, there is a lot of utility in multisignatures that allow multiple people to send and receive money collaboratively. Chapter 9 describes Monero’s current multisignature approach and outlines possible future developments in that area.

\(^{14}\)Please note that future protocol versions of Monero, especially those implementing new transaction protocols, may make any or all of these ideas impossible or impractical.
Of extreme importance is applying multisig to the interactions of vendors and shoppers in online marketplaces. Chapter 10 constitutes our original design of an escrowed marketplace using Monero multisig.

First presented here, TxTangle, outlined in Chapter 11, is a decentralized protocol for joining the transactions of multiple individuals into one.

1.4.3 Additional content

Appendix A explains the structure of a sample transaction from the blockchain. Appendix B explains the structure of blocks (including block headers and miner transactions) in Monero’s blockchain. Finally, Appendix C brings our report to a close by explaining the structure of Monero’s genesis block. These provide a connection between the theoretical elements described in earlier sections with their real-life implementation.

We use margin notes to indicate where Monero implementation details can be found in the source code.¹⁵ There is usually a file path, such as src/ringct/rctOps.cpp, and a function, such as ecdhEncode(). Note: ‘-‘ indicates split text, such as crypto-note → cryptonote, and we neglect namespace qualifiers (e.g. Blockchain::) in most cases.

1.5 Disclaimer

All signature schemes, applications of elliptic curves, and Monero implementation details should be considered descriptive only. Readers considering serious practical applications (as opposed to a hobbyist’s explorations) should consult primary sources and technical specifications (which we have cited where possible). Signature schemes need well-vetted security proofs, and Monero implementation details can be found in Monero’s source code. In particular, as a common saying goes, ‘don’t roll your own crypto’. Code implementing cryptographic primitives should be well-reviewed by experts and have a long history of dependable performance. Moreover, original contributions in this document may not be well-reviewed and are likely untested, so readers should exercise their judgement when reading them.

1.6 History of Zero to Monero

Zero to Monero is an expansion of Kurt Alonso’s master’s thesis, ‘Monero - Privacy in the Blockchain’ [32], published in May 2018. The first edition was published in June 2018 [33]. For the second edition we have improved how ring signatures are introduced (Chapter 3), reorganized how transactions are explained (added Chapter 4 on Monero Addresses), modernized the

¹⁵Our margin notes are accurate for version 0.15.x.x of the Monero software suite, but may gradually become inaccurate as the codebase is constantly changing. However, the code is stored in a git repository (https://github.com/monero-project/monero), so a complete history of changes is available.
method used to communicate output amounts (Section 5.3), replaced Borromean ring signatures with Bulletproofs (Section 5.5), deprecated \texttt{RCTTypeFull} (Chapter 6), updated and elaborated Monero’s dynamic block weight and fee system (Chapter 7), investigated transaction-related proofs (Chapter 8), described Monero multisignatures (Chapter 9), designed solutions for escrowed marketplaces (Chapter 10), proposed a new decentralized joint transaction protocol named TtTangle (Chapter 11), updated or added various minor details to align with the most current protocol (v12) and Monero software suite (v0.15.x.x), and scoured the document for quality-of-reading edits.\footnote{The \LaTeX{} source code for both editions of Zero to Monero can be found here (the first edition is in branch ‘ztm1’): \url{https://github.com/UkoeHB/Monero-RCT-report}.}
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Part I

Essentials
CHAPTER 2

Basic Concepts

2.1 A few words about notation

A focal objective of this report was to collect, review, correct, and homogenize all existing information concerning the inner workings of the Monero cryptocurrency. And, at the same time supply all the necessary details to present the material in a constructive and single-threaded manner.

An important instrument to achieve this was to settle for a number of notational conventions. Among others, we have used:

- lower case letters to denote simple values, integers, strings, bit representations, etc.
- upper case letters to denote curve points and complicated constructs

For items with a special meaning, we have tried to use as much as possible the same symbols throughout the document. For instance, a curve generator is always denoted by $G$, its order is $l$, private/public keys are denoted whenever possible by $k/K$ respectively, etc.

Beyond that, we have aimed at being *conceputal* in our presentation of algorithms and schemes. A reader with a computer science background may feel we have neglected questions like the bit representation of items, or, in some cases, how to carry out concrete operations. Moreover, students of mathematics may find we disregarded explanations of abstract algebra.
However, we don’t see this as a loss. A simple object such as an integer or a string can always be represented by a bit string. So-called ‘endianness’ is rarely relevant, and is mostly a matter of convention for our algorithms.\footnote{In computer memory, each byte is stored in its own address (an address is akin to a numbered slot, which a byte can be stored in). A given ‘word’ or variable is referenced by the lowest address of its bytes. If variable \(x\) has 4 bytes, stored in addresses 10-13, address 10 is used to find \(x\). The way bytes of \(x\) are organized in its set of addresses depends on \emph{endianness}, although each individual byte is always and everywhere stored the same way within its address. Basically, which end of \(x\) is stored in the reference address? It could be the \emph{big end} or \emph{little end}. Given \(x = 0x12345678\) (hexadecimal, 2 hexadecimal digits occupy 1 byte e.g. 8 binary digits a.k.a. bits), and an array of addresses \{10, 11, 12, 13\}, the big endian encoding of \(x\) is \{12, 34, 56, 78\} and the little endian encoding is \{78, 56, 34, 12\}.\footnote{The Keccak hashing algorithm forms the basis for the NIST standard \emph{SHA-3} \cite{27}.}}

Elliptic curve points are normally denoted by pairs \((x, y)\), and can therefore be represented with two integers. However, in the world of cryptography it is common to apply \emph{point compression} techniques, which allow representing a point using only the space of one coordinate. For our conceptual approach it is often accessory whether point compression is used or not, but most of the time it is implicitly assumed.

We have also used cryptographic hash functions freely without specifying any concrete algorithms. In the case of Monero it will typically be a \emph{Keccak}\footnote{The Keccak hashing algorithm forms the basis for the NIST standard \emph{SHA-3} \cite{27}.} variant, but if not explicitly mentioned then it is not important to the theory.

A cryptographic hash function (henceforth simply ‘hash function’, or ‘hash’) takes in some message \(m\) of arbitrary length and returns a hash \(h\) (or ‘message digest’) of fixed length, with each possible output equiprobable for a given input. Cryptographic hash functions are difficult to reverse, have an interesting feature known as the \emph{large avalanche effect} which can cause very similar messages to produce very dissimilar hashes, and it is hard to find two messages with the same message digest.

Hash functions will be applied to integers, strings, curve points, or combinations of these objects. These occurrences should be interpreted as hashes of bit representations, or the concatenation of such representations. Depending on context, the result of a hash will be numeric, a bit string, or even a curve point. Further details in this respect will be given as needed.

\subsection{2.2 Modular arithmetic}

Most modern cryptography begins with modular arithmetic, which in turn begins with the modulus operation (denoted ‘mod’). We only care about the positive modulus, which always returns a positive integer.

The positive modulus is similar to the ‘remainder’ after dividing two numbers, e.g. \(c\) the ‘remainder’ of \(a/b\). Let’s imagine a number line. To calculate \(c = a \pmod{b}\) we stand at point \(a\) then walk toward zero with each step = \(b\) until we reach an integer \(\geq 0\) and < \(b\). That is \(c\). For example, 4 (modulo 3) = 1, \(-5\) (mod 4) = 3, and so on.
Formally, the positive modulus is here defined for \( c = a \pmod{b} \) as \( a = bx + c \), where \( 0 \leq c < b \) and \( x \) is a signed integer which gets discarded (\( b \) is a positive non-zero integer).

Note that, if \( a \leq n \), \(-a \pmod{n}\) is the same as \( n - a \).

### 2.2.1 Modular addition and multiplication

In computer science it is important to avoid large numbers when doing modular arithmetic. For example, if we have \( 29 + 87 \pmod{99} \) and we aren’t allowed variables with three or more digits (such as \( 116 = 29 + 87 \)), then we can’t compute \( 116 \pmod{99} = 17 \) directly.

To perform \( c = a + b \pmod{n} \), where \( a \) and \( b \) are each less than the modulus \( n \), we can do this:

- Compute \( x = n - a \). If \( x > b \) then \( c = a + b \), otherwise \( c = b - x \).

We can use modular addition to achieve modular multiplication \((a \cdot b \pmod{n} = c)\) with an algorithm called ‘double-and-add’. Let us demonstrate by example. Say we want to do \( 7 \cdot 8 \pmod{9} = 2 \). It is the same as

\[
7 \cdot 8 = 8 + 8 + 8 + 8 + 8 + 8 + 8 \pmod{9}
\]

Now break this into groups of two.

\[
(8 + 8) + (8 + 8) + (8 + 8) + 8
\]

And again, by groups of two.

\[
[(8 + 8) + (8 + 8)] + (8 + 8) + 8
\]

The total number of + point operations falls from 6 to 4 because we only need to find \((8+8)\) once.\(^3\)

Double-and-add is implemented by converting the first number (the ‘multiplicand’ \( a \)) to binary (in our example, \( 7 \rightarrow [0111] \)), then going through the binary array and doubling and adding.

Let’s make an array \( A = [0111] \) and index it \( 3,2,1,0 \).\(^4\) \( A[0] = 1 \) is the first element of \( A \) and is the least significant bit. We set a result variable to be initially \( r = 0 \), and set a sum variable to be initially \( s = 8 \) (more generally, we start with \( s = b \)). We follow this algorithm:

1. Iterate through: \( i = (0,...,A_{\text{size}} - 1) \)
   
   (a) If \( A[i] == 1 \), then \( r = r + s \pmod{n} \).
   
   (b) Compute \( s = s + s \pmod{n} \).

2. Use the final \( r \): \( c = r \).

---

\(^3\)The effect of double-and-add becomes apparent with large numbers. For example, with \( 2^{15} \cdot 2^{30} \) straight addition would require about \( 2^{15} \) + operations, while double-and-add only requires 15!\(^4\) This is known as ‘LSB 0’ numbering, since the least significant bit has index 0. We will use ‘LSB 0’ for the rest of this chapter. The point here is clarity, not accurate conventions.
In our example $7 \times 8 \pmod{9}$, this sequence appears:

1. $i = 0$
   (a) $A[0] = 1$, so $r = 0 + 8 \pmod{9} = 8$
   (b) $s = 8 + 8 \pmod{9} = 7$

2. $i = 1$
   (a) $A[1] = 1$, so $r = 8 + 7 \pmod{9} = 6$
   (b) $s = 7 + 7 \pmod{9} = 5$

3. $i = 2$
   (a) $A[2] = 1$, so $r = 6 + 5 \pmod{9} = 2$
   (b) $s = 5 + 5 \pmod{9} = 1$

4. $i = 3$
   (a) $A[3] = 0$, so $r$ stays the same
   (b) $s = 1 + 1 \pmod{9} = 2$

5. $r = 2$ is the result

### 2.2.2 Modular exponentiation

Clearly $8^7 \pmod{9} = 8 \times 8 \times 8 \times 8 \times 8 \times 8 \times 8 \pmod{9}$. Just like double-and-add, we can do square-and-multiply. For $a^e \pmod{n}$:

1. Define $e_{\text{scalar}} \rightarrow e_{\text{binary}}; A = [e_{\text{binary}}]; r = 1; m = a$

2. Iterate through: $i = (0, \ldots, A_{\text{size}} - 1)$
   (a) If $A[i] == 1$, then $r = r \times m \pmod{n}$.
   (b) Compute $m = m \times m \pmod{n}$.

3. Use the final $r$ as result.

### 2.2.3 Modular multiplicative inverse

Sometimes we need $1/a \pmod{n}$, or in other words $a^{-1} \pmod{n}$. The inverse of something times itself is by definition one (identity). Imagine $0.25 = 1/4$, and then $0.25 \times 4 = 1$. 
In modular arithmetic, for \( c = a^{-1} \pmod{n} \), \( ac \equiv 1 \pmod{n} \) for \( 0 \leq c < n \) and for \( a \) and \( n \) relatively prime.\(^5\) Relatively prime means they don’t share any divisors except 1 (the fraction \( a/n \) can’t be reduced/simplified).

We can use square-and-multiply to compute the modular multiplicative inverse when \( n \) is a prime number because of Fermat’s little theorem:\(^6\)

\[
\begin{align*}
a^{n-1} &\equiv 1 \pmod{n} \\
a \cdot a^{n-2} &\equiv 1 \pmod{n} \\
c &\equiv a^{n-2} \equiv a^{-1} \pmod{n}
\end{align*}
\]

More generally (and more rapidly), the so-called ‘extended Euclidean algorithm’ \(^7\) can also find modular inverses.

### 2.2.4 Modular equations

Suppose we have an equation \( c = 3 \times 4 \times 5 \pmod{9} \). Computing this is straightforward. Given some operation \( \circ \) (for example, \( \circ = * \)) between two expressions \( A \) and \( B \):

\[(A \circ B) \pmod{n} = [A \pmod{n}] \circ [B \pmod{n}] \pmod{n}\]

In our example, we set \( A = 3 \times 4, B = 5, \) and \( n = 9 \):

\[
\begin{align*}
(3 \times 4 \times 5) \pmod{9} &\equiv [3 \times 4 \pmod{9}] \times [5 \pmod{9}] \pmod{9} \\
&\equiv [3] \times [5] \pmod{9} \\
c &\equiv 6
\end{align*}
\]

Now we have a way to do modular subtraction.

\[
\begin{align*}
A - B \pmod{n} &\rightarrow A + (-B) \pmod{n} \\
&\rightarrow [A \pmod{n}] + [-B \pmod{n}] \pmod{n}
\end{align*}
\]

The same principle would apply to something like \( x = (a - b \times c \times d)^{-1}(e \times f + g^h) \pmod{n} \).\(^7\)

---

\(^5\) In the equation \( a \equiv b \pmod{n} \), \( a \) is congruent to \( b \pmod{n} \), which just means \( a \pmod{n} = b \pmod{n} \).

\(^6\) The modular multiplicative inverse has a rule stating:

If \( ac \equiv b \pmod{n} \) with \( a \) and \( n \) relatively prime, the solution to this linear congruence is given by \( c = a^{-1}b \pmod{n} \)\(^{[10]}\).

It means we can do \( c = a^{-1}b \pmod{n} \rightarrow ca \equiv b \pmod{n} \rightarrow a \equiv c^{-1}b \pmod{n} \).

\(^7\) The modulus of large numbers can exploit modular equations. It turns out 254 \( \pmod{13} \equiv 2 \times 10 \times 10 + 5 \times 10 + 4 \equiv ((2) \times 10 + 5) \times 10 + 4 \pmod{13} \). An algorithm for \( a \pmod{n} \) when \( a > n \) is:

1. Define \( A \rightarrow \lfloor a_{\text{decimal}} \rfloor; r = 0 \)
2. For \( i = A_{\text{size}} - 1, ..., 0 \)
   
   \((a) \rightarrow r = (r \times 10 + A[i]) \pmod{n}\)
3. Use the final \( r \) as result.
2.3 Elliptic curve cryptography

2.3.1 What are elliptic curves?

A finite field $\mathbb{F}_q$, where $q$ is a prime number greater than 3, is the field formed by the set of finite field elements $\{0, 1, 2, \ldots, q - 1\}$. Addition and multiplication ($+, \cdot$) and negation ($-$) are calculated (mod $q$).

“Calculated (mod $q$)” means (mod $q$) is performed on any instance of an arithmetic operation between two field elements, or negation of a single field element. For example, given a prime field $\mathbb{F}_p$ with $p = 29$, $17 + 20 = 8$ because $37 \equiv 8 \pmod{29}$. Also, $-13 \equiv -13 \pmod{29} = 16$.

Typically, an elliptic curve with a given $(a, b)$ pair is defined as the set of all points with coordinates $(x, y)$ satisfying a Weierstraß equation [69]:

$$y^2 = x^3 + ax + b \quad \text{where} \quad a, b, x, y \in \mathbb{F}_q$$

The cryptocurrency Monero uses a special curve belonging to the category of so-called Twisted Edwards curves [38], which are commonly expressed as (for a given $(a, d)$ pair):

$$ax^2 + y^2 = 1 + dx^2y^2 \quad \text{where} \quad a, d, x, y \in \mathbb{F}_q$$

In what follows we will prefer this second form. The advantage it offers over the previously mentioned Weierstraß form is that basic cryptographic primitives require fewer arithmetic operations, resulting in faster cryptographic algorithms (see Bernstein et al. in [40] for details).

Let $P_1 = (x_1, y_1)$ and $P_2 = (x_2, y_2)$ be two points belonging to a Twisted Edwards elliptic curve (henceforth known simply as an EC). We define addition on points by defining $P_1 + P_2 = (x_1, y_1) + (x_2, y_2)$ as the point $P_3 = (x_3, y_3)$ where:

$$\begin{align*}
x_3 &= \frac{x_1y_2 + y_1x_2}{1 + dx_1x_2y_1y_2} \pmod{q} \\
y_3 &= \frac{y_1y_2 - ax_1x_2}{1 - dx_1x_2y_1y_2} \pmod{q}
\end{align*}$$

These formulas for addition also apply for point doubling; that is, when $P_1 = P_2$. To subtract a point, invert its coordinates over the y-axis, $(x, y) \rightarrow (-x, y)$ [38], and use point addition. Recall that ‘negative’ elements $-x$ of $\mathbb{F}_q$ are really $-x \pmod{q}$.

Whenever two curve points are added together $P_3$ is a point on the ‘original’ elliptic curve, or in other words all $x_3, y_3 \in \mathbb{F}_q$ and satisfy the EC equation.

Each point $P$ in EC can generate a subgroup of order (size) $u$ out of some of the other points in EC using multiples of itself. For example, some point $P$’s subgroup might have order 5 and
contain the points \((0, P, 2P, 3P, 4P)\), each of which is in EC. At \(5P\) the so-called point-at-infinity appears, which is like the ‘zero’ position on an EC, and has coordinates \((0, 1)\).\(^{10}\)

Conveniently, \(5P + P = P\). This means the subgroup is cyclic.\(^{11}\) All \(P\) in EC generate a cyclic subgroup. If \(P\) generates a subgroup whose order is prime, then all the included points (except for the point-at-infinity) generate that same subgroup. In our example, take multiples of point \(2P\):

\[2P, 4P, 6P, 8P, 10P \rightarrow 2P, 4P, 1P, 3P, 0\]

Another example: a subgroup with order 6 \((0, P, 2P, 3P, 4P, 5P)\). Multiples of point \(2P\):

\[2P, 4P, 6P, 8P, 10P, 12P \rightarrow 2P, 4P, 0, 2P, 4P, 0\]

Here \(2P\) has order 3. Since 6 is not prime, not all of its member points recreate the original subgroup.

Each EC has an order \(N\) equal to the total number of points in the curve (including the point-at-infinity), and the orders of all subgroups generated by points are divisors of \(N\) (by Lagrange’s theorem). We can imagine a set of all EC points \(\{0, P_1, \ldots, P_{N-1}\}\). If \(N\) isn’t prime, some points will make subgroups with orders equal to divisors of \(N\).

To find the order, \(u\), of any given point \(P\)'s subgroup:

1. Find \(N\) (e.g. use Schoof’s algorithm).
2. Find all the divisors of \(N\).
3. For every divisor \(n\) of \(N\), compute \(nP\).
4. The smallest \(n\) such that \(nP = 0\) is the order \(u\) of the subgroup.

ECs selected for cryptography typically have \(N = hl\), where \(l\) is some sufficiently large (such as 160 bits) prime number and \(h\) is the so-called cofactor which could be as small as 1 or 2.\(^{12}\) One point in the subgroup of size \(l\) is usually selected to be the generator \(G\) as a convention. For every other point \(P\) in that subgroup there exists an integer \(0 < n \leq l\) satisfying \(P = nG\).

Let’s expand our understanding. Say there is a point \(P'\) with order \(N\), where \(N = hl\). Any other point \(P_1\) can be found with some integer \(n_i\) such that \(P_1 = n_iP'\). If \(P_1 = n_1P'\) has order \(l\), any \(P_2 = n_2P'\) with order \(l \) must be in the same subgroup as \(P_1\) because \(lP_1 = 0 = lP_2\), and if \(l(n_1P') \equiv l(n_2P') \equiv NP' = 0\), then \(n_1 \& n_2\) must both be multiples of \(h\). Since \(N = hl\), there are only \(l\) multiples of \(h\), implying only one subgroup of size \(l\) is possible.

\(^{10}\)It turns out elliptic curves have abelian group structure under the addition operation described, since their point-at-infinity’s are identity elements. A concise definition of this notion can be found under https://brilliant.org/wiki/abelian-group/.

\(^{11}\)Cyclic subgroup means, for \(P\)'s subgroup with order \(u\), and with any integer \(n\), \(nP = [n \mod u]P\). We can imagine ourselves standing on a point on a globe some distance from a ‘zero’th position, and each step we take moves us that distance. After a while, we will wind up back where we started, although it may take many revolutions before we land exactly on the original spot again. The number of steps it takes to land on the exact same spot is the ‘order’ of the ‘stepping group’, and all our footprints are unique points in that group. We recommend applying this concept to other ideas discussed here.

\(^{12}\)EC with small cofactors allow relatively faster point addition, etc. [38].
Put simply, the subgroup formed by multiples of \((hP')\) always contains \(P_1\) and \(P_2\). Furthermore, 
\[ h(n'P') = 0 \] when \(n'\) is a multiple of \(l\), and there are only \(h\) such variations of \(n' \mod N\) (including the point at infinity for \(n' = hl\)) because when \(n' = hl\) it cycles back to 0: 
\[ hlP' = 0. \]
So, there are only \(h\) points \(P\) in EC where \(hP\) will equal 0.

A similar argument could be applied to any subgroup of size \(u\). Any two points \(P_1\) and \(P_2\) with order \(u\) are in the same subgroup, which is composed of multiples of \((N/u)P'\).

With this new understanding it is clear we can use the following algorithm to find (non-point-at-infinity) points in the subgroup of order \(l\):

1. Find \(N\) of the elliptic curve EC, choose subgroup order \(l\), compute \(h = N/l\).
2. Choose a random point \(P'\) in EC.
3. Compute \(P = hP'\).
4. If \(P = 0\) return to step 2, else \(P\) is in the subgroup of order \(l\).

Calculating the scalar product between any integer \(n\) and any point \(P\), \(nP\), is not difficult, whereas finding \(n\) such that \(P_1 =nP_2\) is thought to be computationally hard. By analogy to modular arithmetic, this is often called the discrete logarithm problem (DLP). Scalar multiplication can be seen as a one-way function, which paves the way for using elliptic curves for cryptography.\(^{13}\)

The scalar product \(nP\) is equivalent to \(((P + P) + (P + P))\ldots\). Though not always the most efficient approach, we can use double-and-add like in Section 2.2.1. To get the sum \(R =nP\), remember we use the + point operation discussed in Section 2.3.1.

1. Define \(n_{\text{scalar}} \rightarrow n_{\text{binary}}; A = [n_{\text{binary}}]; R = 0\), the point-at-infinity; \(S = P\)
2. Iterate through: \(i = (0,...,A_{\text{size}} - 1)\)
   (a) If \(A[i] == 1\), then \(R += S\).
   (b) Compute \(S += S\).
3. Use the final \(R\) as result.

Note that EC scalars for points in the subgroup of size \(l\) (which we will be using henceforth) are members of the finite field \(F_l\). This means arithmetic between scalars is mod \(l\).

\(^{13}\)No known equation or algorithm can efficiently (based on available technology) solve for \(n\) in \(P_1 =nP_2\), meaning it would take many many years to unravel just one scalar product.
2.3.2 Public key cryptography with elliptic curves

Public key cryptography algorithms can be devised in a way analogous to modular arithmetic. Let \( k \) be a randomly selected number satisfying \( 0 < k < l \), and call it a *private key*.\(^{14} \) Calculate the corresponding *public key* \( K \) (an EC point) with the scalar product \( kG = K \).

Due to the *discrete logarithm problem* (DLP) we cannot easily deduce \( k \) from \( K \) alone. This property allows us to use the values \((k, K)\) in standard public key cryptography algorithms.

2.3.3 Diffie-Hellman key exchange with elliptic curves

A basic *Diffie-Hellman* [52] exchange of a shared secret between *Alice* and *Bob* could take place in the following manner:

1. Alice and Bob generate their own private/public keys \((k_A, K_A)\) and \((k_B, K_B)\). Both publish or exchange their public keys, and keep the private keys for themselves.

2. Clearly, it holds that
   \[
   S = k_A K_B = k_A k_B G = k_B k_A G = k_B K_A
   \]
   Alice could privately calculate \( S = k_A K_B \), and Bob \( S = k_B K_A \), allowing them to use this single value as a shared secret.

   For example, if Alice has a message \( m \) to send Bob, she could hash the shared secret \( h = \mathcal{H}(S) \), compute \( x = m + h \), and send \( x \) to Bob. Bob computes \( h' = \mathcal{H}(S) \), calculates \( m = x - h' \), and learns \( m \).

An external observer would not be able to easily calculate the shared secret due to the ‘Diffie-Hellman Problem’ (DHP), which says finding \( S \) from \( K_A \) and \( K_B \) is very difficult. Also, the DLP prevents them from finding \( k_A \) or \( k_B \).\(^{15} \)

2.3.4 Schnorr signatures and the Fiat-Shamir transform

In 1989 Claus-Peter Schnorr published a now-famous interactive authentication protocol [121], generalized by Maurer in 2009 [87], that allowed someone to prove they know the private key \( k \) of a given public key \( K \) without revealing any information about it [89]. It goes something like this:

1. The prover generates a random integer \( \alpha \in_R \mathbb{Z}_l \),\(^{16} \) computes \( \alpha G \), and sends \( \alpha G \) to the verifier.

---

\(^{14} \) The private key is sometimes known as a *secret key*. This lets us abbreviate: \( \text{pk} = \text{public key}, \text{sk} = \text{secret key} \).

\(^{15} \) The DHP is thought to be of at least similar difficulty to the DLP, although it has not been proven. [31]

\(^{16} \) Notation: The \( R \) in \( \alpha \in_R \mathbb{Z}_l \) means \( \alpha \) is randomly selected from \( \{1, 2, 3, ..., l - 1\} \). In other words, \( \mathbb{Z}_l \) is all integers \( \text{(mod } l\text{)} \). We exclude \( l' \) since the point-at-infinity is not useful here.
2. The verifier generates a random *challenge* \( c \in R \mathbb{Z}_l \) and sends \( c \) to the prover.

3. The prover computes the *response* \( r = \alpha + c \ast k \) and sends \( r \) to the verifier.

4. The verifier computes \( R = rG \) and \( R' = \alpha G + c \ast K \), and checks \( R \overset{?}= R' \).

The verifier can compute \( R' = \alpha G + c \ast K \) before the prover, so providing \( c \) is like saying, “I challenge you to respond with the discrete logarithm of \( R' \).” A challenge the prover can only overcome by knowing \( k \) (except with negligible probability).

If \( \alpha \) was chosen randomly by the prover then \( r \) is randomly distributed \([122]\) and \( k \) is information-theoretically secure within \( r \) (it can still be found by solving the DLP for \( K \) or \( \alpha G \)).\(^{17}\) However, if the prover reuses \( \alpha \) to prove his knowledge of \( k \), anyone who knows both challenges in \( r = \alpha + c \ast k \) and \( r' = \alpha + c' \ast k \) can compute \( k \) (two equations, two unknowns).\(^{18}\)

\[
k = \frac{r - r'}{c - c'}
\]

If the prover knew \( c \) from the beginning (e.g. if the verifier secretly gave it to her), she could generate a random response \( r \) and compute \( \alpha G = rG - cK \). When she later sends \( r \) to the verifier, she ‘proves’ knowledge of \( k \) without ever having to know it. Someone observing the transcript of events between prover and verifier would be none the wiser. The scheme is not *publicly verifiable*.\(^{[89]}\)

In his role as challenger, the verifier spits out a random number after receiving \( \alpha G \), making him equivalent to a *random function*. Random functions, such as hash functions, are known as random oracles because computing one is like requesting a random number from someone \([89]\).\(^{19}\)

Using a hash function, instead of the verifier, to generate challenges is known as a *Fiat-Shamir transform*\([60]_\), because it makes an interactive proof non-interactive and publicly verifiable \([89]\).\(^{20,21}\)

**Non-interactive proof**

1. Generate random number \( \alpha \in R \mathbb{Z}_l \), and compute \( \alpha G \).

---

\(^{17}\) A cryptosystem with information-theoretic security is one where even an adversary with infinite computing power could not break it, because they simply wouldn’t have enough information.

\(^{18}\) If the prover is a computer, you could imagine someone ‘cloning’/copying the computer after it generates \( \alpha \), then presenting each copy with a different challenge.

\(^{19}\) More generally, “[i]n cryptography... an oracle is any system which can give some extra information on a system, which otherwise would not be available.”\([3]\)

\(^{20}\) The output of a cryptographic hash function \( \mathcal{H} \) is uniformly distributed across the range of possible outputs. That is to say, for some input \( A \), \( \mathcal{H}(A) \in \mathcal{H} \mathbb{S}_H \) where \( \mathbb{S}_H \) is the set of possible outputs from \( \mathcal{H} \). We use \( \mathcal{H}_K \) to indicate the function is deterministically random. \( \mathcal{H}(A) \) produces the same thing every time, but its output is equivalent to a random number.

\(^{21}\) Note that non-interactive Schnorr-like proofs (and signatures) require either use of a fixed generator \( G \), or inclusion of the generator in the challenge hash. Including it that way is known as key prefixing, which we discuss a bit more later (Sections 3.4 and 9.2.3).
2. Calculate the challenge using a cryptographically secure hash function, \( c = \mathcal{H}([\alpha G]) \).

3. Define the response \( r = \alpha + c \cdot k \).

4. Publish the proof pair \((\alpha G, r)\).

**Verification**

1. Calculate the challenge: \( c' = \mathcal{H}([\alpha G]) \).

2. Compute \( R = rG \) and \( R' = \alpha G + c' \cdot K \).

3. If \( R = R' \) then the prover must know \( k \) (except with negligible probability).

**Why it works**

\[
\begin{align*}
rG &= (\alpha + c \cdot k)G \\
&= (\alpha G) + (c \cdot kG) \\
&= \alpha G + c \cdot K \\
R &= R'
\end{align*}
\]

An important part of any proof/signature scheme is the resources required to verify them. This includes space to store proofs, and time spent verifying. In this scheme we store one EC point and one integer, and need to know the public key - another EC point. Since hash functions are comparatively fast to compute, keep in mind that verification time is mostly a function of elliptic curve operations.

**2.3.5 Signing messages**

Typically, a cryptographic signature is performed on a cryptographic hash of a message rather than the message itself, which facilitates signing messages of varying size. However, in this report we will loosely use the term ‘message’, and its symbol \( m \), to refer to the message properly speaking and/or its hash value, unless specified.

Signing messages is a staple of Internet security that lets a message’s recipient be confident its content is as intended by the signer. One common signature scheme is called ECDSA. See [72], ANSI X9.62, and [69].

The signature scheme we present here is an alternative formulation of the transformed Schnorr proof from before. Thinking of signatures in this way prepares us for exploring ring signatures in the next chapter.
Assume Alice has the private/public key pair \((k_A, K_A)\). To unequivocally sign an arbitrary message \(m\), she could execute the following steps:

1. Generate random number \(\alpha \in \mathbb{R} \mathbb{Z}_l\), and compute \(\alpha G\).
2. Calculate the challenge using a cryptographically secure hash function, \(c = \mathcal{H}(m, [\alpha G])\).
3. Define the response \(r\) such that \(\alpha = r + c \ast k_A\). In other words, \(r = \alpha - c \ast k_A\).
4. Publish the signature \((c, r)\).

Verification

Any third party who knows the EC domain parameters (specifying which elliptic curve was used), the signature \((c, r)\) and the signing method, \(m\) and the hash function, and \(K_A\) can verify the signature:

1. Calculate the challenge: \(c' = \mathcal{H}(m, [rG + c \ast K_A])\).
2. If \(c = c'\) then the signature passes.

In this signature scheme we store two scalars, and need one public EC key.

Why it works

This stems from the fact that

\[
\begin{align*}
rG &= (\alpha - c \ast k_A)G \\
&= \alpha G - c \ast K_A \\
\alpha G &= rG + c \ast K_A \\
\mathcal{H}_n(m, [\alpha G]) &= \mathcal{H}_n(m, [rG + c \ast K_A]) \\
c &= c'
\end{align*}
\]

Therefore the owner of \(k_A\) (Alice) created \((c, r)\) for \(m\): she signed the message. The probability someone else, a forger without \(k_A\), could have made \((c, r)\) is negligible, so a verifier can be confident the message was not tampered with.
2.4 Curve Ed25519

Monero uses a particular Twisted Edwards elliptic curve for cryptographic operations, Ed25519, the birational equivalent\(^\text{22}\) of the Montgomery curve Curve25519.

Both Curve25519 and Ed25519 were released by Bernstein et al. [38, 39, 40].\(^\text{23}\) The curve is defined over the prime field \(\mathbb{F}_{2^{255}−19}\) (i.e. \(q = 2^{255} − 19\)) by means of the following equation:

\[ -x^2 + y^2 = 1 - \frac{121665}{121666} x^2 y^2 \]

This curve addresses many concerns raised by the cryptography community.\(^\text{24}\) It is well known that NIST\(^\text{25}\) standard algorithms have issues. For example, it has recently become clear the NIST standard random number generation algorithm PNRG (the version based on elliptic curves) is flawed and contains a potential backdoor [68]. Seen from a broader perspective, standardization authorities like NIST lead to a cryptographic monoculture, introducing a point of centralization. A great example of this was illustrated when the NSA used its influence over NIST to weaken an international cryptographic standard [18].

Curve Ed25519 is not subject to any patents (see [79] for a discussion on this subject), and the team behind it has developed and adapted basic cryptographic algorithms with efficiency in mind [40].

Twisted Edwards curves have order expressible as \(N = 2^c l\), where \(l\) is a prime number and \(c\) a positive integer. In the case of curve Ed25519, its order is a 76 digit number (\(l\) is 253 bits):\(^\text{26}\)

\[ 2^3 \cdot 72370055773226221397318656304299424085711635937990760001950938285454250989 \]

2.4.1 Binary representation

Elements of \(\mathbb{F}_{2^{255}−19}\) are encoded as 256-bit integers, so they can be represented using 32 bytes. Since each element only requires 255 bits, the most significant bit is always zero.

Consequently, any point in Ed25519 could be expressed using 64 bytes. By applying point compression techniques, described here below, however, it is possible to reduce this amount by half, to 32 bytes.

---

\(^{22}\) Without giving further details, birational equivalence can be thought of as an isomorphism expressible using rational terms.

\(^{23}\) Dr. Bernstein also developed an encryption scheme known as ChaCha [37, 100], which the primary Monero implementation uses to encrypt certain sensitive information related to users’ wallets.

\(^{24}\) Even if a curve appears to have no cryptographic security problems, it’s possible the person/organization that created it knows a secret issue that only crops up in very rare curves. Such a person may have to randomly generate many curves in order to find one with a hidden weakness and no known weaknesses. If reasonable explanations are required for curve parameters, then it becomes even more difficult to find weak curves that will be accepted by the cryptographic community. Curve Ed25519 is known as a ‘fully rigid’ curve, which means its generation process was fully explained. [120]

\(^{25}\) National Institute of Standards and Technology, [https://www.nist.gov/](https://www.nist.gov/)

\(^{26}\) This means private EC keys in Ed25519 are 253 bits.
2.4.2 Point compression

The Ed25519 curve has the property that its points can be easily compressed, so that representing a point will consume only the space of one coordinate. We will not delve into the mathematics necessary to justify this, but we can give a brief insight into how it works [74]. Point compression for the Ed25519 curve was first described in [39], while the concept was first introduced in [94].

This point compression scheme follows from a transformation of the Twisted Edwards curve equation (assuming \( a = -1 \), which is true for Monero): \( x^2 = (y^2 - 1)/(dy^2 + 1) \), which indicates there are two possible \( x \) values (+ or −) for each \( y \). Field elements \( x \) and \( y \) are calculated \((\text{mod } q)\), so there are no actual negative values. However, taking \((\text{mod } q)\) of \(-x\) will change the value between odd and even since \( q \) is odd. For example: \( 3 \pmod{5} = 3, -3 \pmod{5} = 2 \). In other words, the field elements \( x \) and \(-x\) have different odd/even assignments.

If we have a curve point and know its \( x \) is even, but given its \( y \) value the transformed curve equation outputs an odd number, then we know negating that number will give us the right \( x \). One bit can convey this information, and conveniently the \( y \) coordinate has an extra bit.

Assume we want to compress a point \((x, y)\).

**Encoding** We set the most significant bit of \( y \) to 0 if \( x \) is even, and 1 if it is odd. The resulting value \( y' \) will represent the curve point.

**Decoding**

1. Retrieve the compressed point \( y' \), then copy its most significant bit to the parity bit \( b \) before setting it to 0. Now it is the original \( y \) again.
2. Let \( u = y^2 - 1 \pmod{q} \) and \( v = dy^2 + 1 \pmod{q} \). This means \( x^2 = u/v \pmod{q} \).
3. Compute \( z = uv^3(uv^7)^{(q-5)/8} \pmod{q} \).
   (a) If \( vz^2 = u \pmod{q} \) then \( x' = z \).
   (b) If \( vz^2 = -u \pmod{q} \) then calculate \( x' = z \ast 2^{(q-1)/4} \pmod{q} \).
4. Using the parity bit \( b \) from the first step, if \( b \neq \) the least significant bit of \( x' \) then \( x = -x' \pmod{q} \), otherwise \( x = x' \).
5. Return the decompressed point \((x, y)\).

Implementations of Ed25519 (such as Monero) typically use the generator \( G = (x, 4/5) \) [39], where \( x \) is the ‘even’, or \( b = 0 \), variant based on point decompression of \( y = 4/5 \pmod{q} \).

---

27 Here \( d = -121665 \pmod{121666} \).
28 Since \( q = 2^{255} - 19 \equiv 5 \pmod{8}, (q - 5)/8 \) and \((q - 1)/4\) are integers.
2.4.3 EdDSA signature algorithm

Bernstein and his team have developed a number of basic algorithms based on curve Ed25519.\(^{29}\) For illustration purposes we will describe a highly optimized and secure alternative to the ECDSA signature scheme which, according to the authors, allows producing over 100 000 signatures per second using a commodity Intel Xeon processor [39]. The algorithm can also be found described in Internet RFC8032 [75]. Note this is a very Schnorr-like signature scheme.

Among other things, instead of generating random integers every time, it uses a hash value derived from the private key of the signer and the message itself. This circumvents security flaws related to the implementation of random number generators. Also, another goal of the algorithm is to avoid accessing secret or unpredictable memory locations to prevent so-called cache timing attacks [39].

We provide here an outline of the steps performed by the algorithm. A complete description and sample implementation in the Python language can be found in [75].

**Signature**

1. Let \( h_k \) be a hash \( H(k) \) of the signer’s private key \( k \). Compute \( \alpha \) as a hash \( \alpha = H(h_k, m) \) of the hashed private key and message. Depending on implementation, \( m \) could be the actual message or its hash [75].

2. Calculate \( \alpha G \) and the challenge \( ch = H([\alpha G], K, m) \).

3. Calculate the response \( r = \alpha + ch \cdot k \).

4. The signature is the pair \((\alpha G, r)\).

**Verification**

Verification is performed as follows

1. Compute \( ch' = H([\alpha G], K, m) \).

2. If the equality \( 2^c r G = 2^c \alpha G + 2^c ch' \cdot K \) holds then the signature is valid.

The \( 2^c \) term comes from Bernstein et al.’s general form of the EdDSA algorithm [39]. According to that paper, though it isn’t required for adequate verification, removing \( 2^c \) provides stronger equations.

\(^{29}\) See [40] for efficient group operations in Twisted Edwards EC (i.e. point addition, doubling, mixed addition, etc). See [36] for efficient modular arithmetic.
The public key $K$ can be any EC point, but we only want to use points in the generator $G$’s subgroup. Multiplying by the cofactor $2^c$ ensures all points are in that subgroup. Alternatively, verifiers could check $l K \equiv 0$, which only works if $K$ is in the subgroup. We do not know of any weaknesses caught by these precautions, though as we will see the latter method is important in Monero (Section 3.4).

In this signature scheme we store one EC point and one scalar, and have one public EC key.

**Why it works**

$$\begin{align*}
2^c r G &= 2^c (\alpha + \mathcal{H}([\alpha G], K, m) \cdot k) \cdot G \\
&= 2^c \alpha G + 2^c \mathcal{H}([\alpha G], K, m) \cdot K
\end{align*}$$

**Binary representation**

By default, an EdDSA signature would need $64 + 32$ bytes for the EC point $\alpha G$ and scalar $r$. However, RFC8032 assumes point $\alpha G$ is compressed, which reduces space requirements to only $32 + 32$ bytes. We include the public key $K$, which implies $32 + 32 + 32$ total bytes.

### 2.5 Binary operator XOR

The binary operator XOR is a useful tool that will appear in Sections 4.4 and 5.3. It takes two arguments and returns true if one, but not both, of them is true [22]. Here is its truth table:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>A XOR B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
</tbody>
</table>

In the context of computer science, XOR is equivalent to bit addition modulo 2. For example, the XOR of two bit pairs:

$$\begin{align*}
\text{XOR}({1,1},{1,0}) &= {1 + 1, 1 + 0} \pmod{2} \\
&= {0, 1}
\end{align*}$$

Each of these also produce $\{0,1\}$: XOR$(\{1,0\}, \{1,1\})$, XOR$(\{0,0\}, \{0,1\})$, and XOR$(\{0,1\}, \{0,0\})$. For XOR inputs with $b$ bits, there are $2^b - 1$ other combinations of inputs that would make the same output. This means if $C = \text{XOR}(A, B)$ and input $A \in_R \{0, ..., 2^{b-1}\}$, an observer who learned $C$ would gain no information about $B$. 
At the same time, anyone who knows two of the elements in \( \{A, B, C\} \), where \( C = \text{XOR}(A, B) \), can calculate the third element, such as \( A = \text{XOR}(B, C) \). XOR indicates if two elements are different or the same, so knowing \( C \) and \( B \) is enough to expose \( A \). A careful examination of the truth table reveals this vital feature.\(^{30}\)

\(^{30}\) One interesting application of XOR (unrelated to Monero) is swapping two bit registers without a third register. We use the symbol \( \oplus \) to indicate an XOR operation. \( A \oplus A = 0 \), so after three XOR operations between the registers: \( \{A, B\} \rightarrow \{[A \oplus B], B\} \rightarrow \{[A \oplus B], B \oplus [A \oplus B]\} = \{[A \oplus B], A \oplus 0\} = \{[A \oplus B], A\} \rightarrow \{[A \oplus B] \oplus A, A\} = \{B, A\} \).
Advanced Schnorr-like Signatures

A basic Schnorr signature has one signing key. As it happens, we can apply its core concepts to create a variety of progressively more complex signature schemes. One of those schemes, MLSAG, will be of central importance in Monero’s transaction protocol.

3.1 Prove knowledge of a discrete logarithm across multiple bases

It is often useful to prove the same private key was used to construct public keys on different ‘base’ keys. For example, we could have a normal public key \( kG \), and a Diffie-Hellman shared secret \( kR \) with some other person’s public key (recall Section 2.3.3), where the base keys are \( G \) and \( R \). As we will soon see, we can prove knowledge of the discrete log \( k \) in \( kG \), prove knowledge of \( k \) in \( kR \), and prove that \( k \) is the same in both cases (all without revealing \( k \)).

Non-interactive proof

Suppose we have a private key \( k \), and \( d \) base keys \( \mathcal{J} = \{J_1, ..., J_d\} \). The corresponding public keys are \( \mathcal{K} = \{K_1, ..., K_d\} \). We make a Schnorr-like proof (recall Section 2.3.4) across all bases.\(^1\) Assume the existence of a hash function \( \mathcal{H}_n \) mapping to integers from 0 to \( l - 1 \).\(^2\)

\(^1\)While we say ‘proof’, it can be trivially made a signature by including a message \( m \) in the challenge hash. The terminology is loosely interchangeable in this context.

\(^2\)In Monero, the hash function \( \mathcal{H}_n(x) = \text{sc\_reduce32}(\text{Keccak}(x)) \) where \( \text{Keccak} \) is the basis of SHA3 and \( \text{sc\_reduce32()} \) puts the 256 bit result in the range 0 to \( l - 1 \) (although it should really be 1 to \( l - 1 \)).
1. Generate random number $\alpha \in_R \mathbb{Z}_l$, and compute, for all $i \in (1, ..., d)$, $\alpha J_i$.

2. Calculate the challenge,
   \[ c = H_n(\mathcal{J}, \mathcal{K}, [\alpha J_1], [\alpha J_2], ..., [\alpha J_d]) \]

3. Define the response $r = \alpha - c \cdot k$.

4. Publish the signature $(c, r)$.

Verification

Assuming the verifier knows $\mathcal{J}$ and $\mathcal{K}$, he does the following.

1. Calculate the challenge:
   \[ c' = H(\mathcal{J}, \mathcal{K}, [rJ_1 + c \cdot K_1], [rJ_2 + c \cdot K_2], ..., [rJ_d + c \cdot K_d]) \]

2. If $c = c'$ then the signer must know the discrete logarithm across all bases, and it’s the same discrete logarithm in each case (as always, except with negligible probability).

Why it works

If instead of $d$ base keys there was just one, this proof would clearly be the same as our original Schnorr proof (Section 2.3.4). We can imagine each base key in isolation to see that the multi-base proof is just a bunch of Schnorr proofs connected together. Moreover, by using only one challenge and response for all of those proofs, they must have the same discrete logarithm $k$. To get a single response that works for multiple keys the challenge would need to be known before defining an $\alpha$ for each key, but $c$ is a function of $\alpha$!

3.2 Multiple private keys in one proof

Much like a multi-base proof, we can combine many Schnorr proofs that use different private keys. Doing so proves we know all the private keys for a set of public keys, and reduces storage requirements by making just one challenge for all proofs.

Non-interactive proof

Suppose we have $d$ private keys $k_1, ..., k_d$, and base keys $\mathcal{J} = \{J_1, ..., J_d\}$.\footnote{There is no reason $\mathcal{J}$ can’t contain duplicate base keys here, or for all base keys to be the same (e.g. $G$). Duplicates would be redundant for multi-base proofs, but now we are dealing with different private keys.} The corresponding public keys are $\mathcal{K} = \{K_1, ..., K_d\}$. We make a Schnorr-like proof for all keys simultaneously.
1. Generate random numbers \( \alpha_i \in R \mathbb{Z}_d \) for all \( i \in (1, ..., d) \), and compute all \( \alpha_i J_i \).

2. Calculate the challenge,
\[
c = H_n(J, K, [\alpha_1 J_1], [\alpha_2 J_2], ..., [\alpha_d J_d])
\]

3. Define each response \( r_i = \alpha_i - c \times k_i \).

4. Publish the signature \((c, r_1, ..., r_d)\).

**Verification**

Assuming the verifier knows \( J \) and \( K \), he does the following.

1. Calculate the challenge:
\[
c' = H(J, K, [r_1 J_1 + c \times K_1], [r_2 J_2 + c \times K_2], ..., [r_d J_d + c \times K_d])
\]

2. If \( c = c' \) then the signer must know the private keys for all public keys in \( K \) (except with negligible probability).

### 3.3 Spontaneous Anonymous Group (SAG) signatures

Group signatures are a way of proving a signer belongs to a group, without necessarily identifying him. Originally (Chaum in [49]), group signature schemes required the system be set up, and in some cases managed, by a trusted person in order to prevent illegitimate signatures, and, in a few schemes, adjudicate disputes. These relied on a *group secret* which is not desirable since it creates a disclosure risk that could undermine anonymity. Moreover, requiring coordination between group members (i.e. for setup and management) is not scalable beyond small groups or inside companies.

Liu et al. presented a more interesting scheme in [85] building on the work of Rivest et al. in [119]. The authors detailed a group signature algorithm called LSAG characterized by three properties: *anonymity, linkability, and spontaneity*. Here we discuss SAG, the non-linkable version of LSAG, for conceptual clarity. We reserve the idea of linkability for later sections.

Schemes with anonymity and spontaneity are typically referred to as ‘ring signatures’. In the context of Monero they will ultimately allow for unforgeable, signer-ambiguous transactions that leave currency flows largely untraceable.
Signature

Ring signatures are composed of a ring and a signature. Each ring is a set of public keys, one of which belongs to the signer and the rest of which are unrelated. The signature is generated with that ring of keys, and anyone verifying it would not be able to tell which ring member was the actual signer.

Our Schnorr-like signature scheme in Section 2.3.5 can be considered a one-key ring signature. We get to two keys by, instead of defining \( r \) right away, generating a decoy \( r' \) and creating a new challenge to define \( r \) with.

Let \( m \) be the message to sign, \( \mathcal{R} = \{K_1, K_2, ..., K_n\} \) a set of distinct public keys (a group/ring), and \( k_\pi \) the signer’s private key corresponding to his public key \( K_\pi \in \mathcal{R} \), where \( \pi \) is a secret index.

1. Generate random number \( \alpha \in_R \mathbb{Z}_l \) and fake responses \( r_i \in_R \mathbb{Z}_l \) for \( i \in \{1, 2, ..., n\} \) but excluding \( i = \pi \).

2. Calculate
\[
c_{\pi+1} = H_n(\mathcal{R}, m, [\alpha G])
\]

3. For \( i = \pi + 1, \pi + 2, ..., n, 1, 2, ..., \pi - 1 \) calculate, replacing \( n + 1 \to 1 \),
\[
c_{i+1} = H_n(\mathcal{R}, m, [r_i G + c_i K_i])
\]

4. Define the real response \( r_\pi \) such that \( \alpha = r_\pi + c_\pi k_\pi \ (\text{mod} \ l) \).

The ring signature contains the signature \( \sigma(m) = (c_1, r_1, ..., r_n) \), and the ring \( \mathcal{R} \).

Verification

Verification means proving \( \sigma(m) \) is a valid signature created by a private key corresponding to a public key in \( \mathcal{R} \) (without necessarily knowing which one), and is done in the following manner:

1. For \( i = 1, 2, ..., n \) iteratively compute, replacing \( n + 1 \to 1 \),
\[
c'_{i+1} = H_n(\mathcal{R}, m, [r_i G + c_i K_i])
\]

2. If \( c_1 = c'_1 \) then the signature is valid. Note that \( c'_1 \) is the last term calculated.

In this scheme we store \((1+n)\) integers and use \( n \) public keys.
Why it works

We can informally convince ourselves the algorithm works by going through an example. Consider ring $R = \{K_1, K_2, K_3\}$ with $k_\pi = k_2$. First the signature:

1. Generate random numbers: $\alpha$, $r_1$, $r_3$
2. Seed the signature loop:
   \[ c_3 = H_n(R, m, [\alpha G]) \]
3. Iterate:
   \[ c_1 = H_n(R, m, [r_3G + c_3K_3]) \]
   \[ c_2 = H_n(R, m, [r_1G + c_1K_1]) \]
4. Close the loop by responding:
   \[ r_2 = \alpha - c_2k_2 \pmod{l} \]

We can substitute $\alpha$ into $c_3$ to see where the word ‘ring’ comes from:

\[
\begin{align*}
  c_3 &= H_n(R, m, [(r_2 + c_2k_2)G]) \\
  c_3 &= H_n(R, m, [r_2G + c_2K_2])
\end{align*}
\]

Then verification using $R$, and $\sigma(m) = (c_1, r_1, r_2, r_3)$:

1. We use $r_1$ and $c_1$ to compute
   \[ c'_2 = H_n(R, m, [r_1G + c_1K_1]) \]
2. From when we made the signature, we see $c'_2 = c_2$. With $r_2$ and $c'_2$ we compute
   \[ c'_3 = H_n(R, m, [r_2G + c'_2K_2]) \]
3. We can easily see that $c'_3 = c_3$ by substituting $c_2$ for $c'_2$. Using $r_3$ and $c'_3$ we get
   \[ c'_1 = H_n(R, m, [r_3G + c'_3K_3]) \]

No surprises here: $c'_1 = c_1$ if we substitute $c_3$ for $c'_3$.

3.4 Back’s Linkable Spontaneous Anonymous Group (bLSAG) signatures

The ring signature schemes discussed here on out display several properties that will be useful for producing confidential transactions.\(^4\) Note that both ‘signer ambiguity’ and ‘unforgeability’ also apply to SAG signatures.

\(^4\) Keep in mind that all robust signature schemes have security models which contain various properties. The properties mentioned here are perhaps most relevant to understanding the purpose of Monero’s ring signatures, but are not a comprehensive overview of linkable ring signature properties.
Signer Ambiguity An observer should be able to determine the signer must be a member of the ring (except with negligible probability), but not which member.\(^5\) Monero uses this to obfuscate the origin of funds in each transaction.

Linkability If a private key is used to sign two different messages then the messages will become linked.\(^6\) As we will show, this property is used to prevent double-spending attacks in Monero (except with negligible probability).

Unforgeability No attacker can forge a signature except with negligible probability.\(^7\) This is used to prevent theft of Monero funds by those not in possession of the appropriate private keys.

In the LSAG signature scheme \([85]\), the owner of a private key could produce one anonymous unlinked signature per ring.\(^8\) In this section we present an enhanced version of the LSAG algorithm where linkability is independent of the ring’s decoy members.\(^9\)

The modification was unraveled in \([108]\) based on a publication by Adam Back \([35]\) regarding the CryptoNote \([136]\) ring signature algorithm (previously used in Monero, and now deprecated; see Section 8.1.2), which was in turn inspired by Fujisaki and Suzuki’s work in \([65]\).

**Signature**

As with SAG, let \(m\) be the message to sign, \(\mathcal{R} = \{K_1, K_2, \ldots, K_n\}\) a set of distinct public keys, and \(k_\pi\) the signer’s private key corresponding to his public key \(K_\pi \in \mathcal{R}\), where \(\pi\) is a secret index. Assume the existence of a hash function \(H_p\), which maps to curve points in EC.\(^{10,11}\)

1. Calculate key image \(\tilde{K} = k_\pi H_p(K_\pi)\).\(^{12}\)

\(^5\) Anonymity for an action is usually in terms of an ‘anonymity set’, which is ‘all the people who could have possibly taken that action’. The largest anonymity set is ‘humanity’, and for Monero it is the ring size, or e.g. the so-called ‘mixin level’ \(v\) plus the real signer. Mixin refers to how many fake members each ring signature has. If the mixin is \(v = 4\) then there are 5 possible signers. Expanding anonymity sets makes it progressively harder to track down real actors.

\(^6\) The linkability property does not apply to non-signing public keys. That is, a ring member whose public key has been used in different ring signatures will not cause linkage.

\(^7\) Certain ring signature schemes, including the one in Monero, are strong against adaptive chosen-message and adaptive chosen-public-key attacks. An attacker who can obtain legitimate signatures for chosen messages and corresponding to specific public keys in rings of his choice cannot discover how to forge the signature of even one message. This is called existential unforgeability; see \([108]\) and \([85]\).

\(^8\) In the LSAG scheme linkability only applies to signatures using rings with the same members and in the same order, the ‘exact same ring.’ It is really “one anonymous signature per ring member per ring.” Signatures can be linked even if made for different messages.

\(^9\) LSAG was discussed in the first edition of this report. \([33]\)

\(^{10}\) It doesn’t matter if points from \(H_p\) are compressed or not. They can always be decompressed.

\(^{11}\) Monero uses a hash function that returns curve points directly, rather than computing some integer that is then multiplied by \(G\). \(H_p\) would be broken if someone discovered a way to find \(n_x\) such that \(n_x G = H_p(x)\). See a description of the algorithm in \([107]\). According to the CryptoNote whitepaper \([136]\) its origin was this paper: \([133]\).\(^{13}\)

\(^{12}\) In Monero it’s important to use the hash to point function for key images instead of another base point so linearity doesn’t lead to linking signatures created by the same address (even if for different one-time addresses). See \([136]\) page 18.
2. Generate random number $\alpha \in \mathbb{Z}_l$ and random numbers $r_i \in \mathbb{Z}_l$ for $i \in \{1, 2, ..., n\}$ but excluding $i = \pi$.

3. Compute
   
   \[ c_{\pi+1} = H_n(m, [\alpha G], [\alpha H_p(K_\pi)]) \]

4. For $i = \pi + 1, \pi + 2, ..., n, 1, 2, ..., \pi - 1$ calculate, replacing $n + 1 \rightarrow 1$,
   
   \[ c_{i+1} = H_n(m, [r_i G + c_i K_i], [r_i H_p(K_i) + c_i \tilde{K}]) \]

5. Define $r_\pi = \alpha - c_\pi k_\pi \pmod{l}$.

The signature will be $\sigma(m) = (c_1, r_1, ..., r_n)$, with key image $\tilde{K}$ and ring $\mathcal{R}$.

**Verification**

Verification means proving $\sigma(m)$ is a valid signature created by a private key corresponding to a public key in $\mathcal{R}$, and is done in the following manner:

1. Check $l\tilde{K} = 0$.

2. For $i = 1, 2, ..., n$ iteratively compute, replacing $n + 1 \rightarrow 1$,
   
   \[ c_{i+1} = H_n(m, [r_i G + c_i K_i], [r_i H_p(K_i) + c_i \tilde{K}]) \]

3. If $c_1 = c'_1$ then the signature is valid.

In this scheme we store $(1+n)$ integers, have one EC key image, and use $n$ public keys.

We must check $l\tilde{K} = 0$ because it is possible to add an EC point from the subgroup of size $h$ (the cofactor) to $\tilde{K}$ and, if all $c_i$ are multiples of $h$ (which we could achieve with automated trial and error using different $\alpha$ and $r_i$ values), make $h$ unlinked valid signatures using the same ring and signing key.\(^{13}\) This is because an EC point multiplied by its subgroup’s order is zero.\(^{14}\)

To be clear, given some point $K$ in the subgroup of order $l$, some point $K^h$ with order $h$, and an integer $c$ divisible by $h$:

\[ c * (K + K^h) = cK + cK^h = cK + 0 \]

We can demonstrate correctness (i.e. ‘how it works’) in a similar way to the more simple SAG signature scheme.

Our description attempts to be faithful to the original explanation of bLSAG, which does not include $\mathcal{R}$ in the hash that calculates $c_i$. Including keys in the hash is known as ‘key prefixing’. Recent research \(^{77}\) suggests it may not be necessary, although adding the prefix is standard practice for similar signature schemes (LSAG uses key prefixing).

---

\(^{13}\) We are not concerned with points from other subgroups because the output of $H_n$ is confined to $\mathbb{Z}_l$. For EC order $N = hl$, all divisors of $N$ (and hence, possible subgroups) are either multiples of $l$ (a prime) or divisors of $h$.

\(^{14}\) In Monero’s early history this was not checked for. Fortunately, it was not exploited before a fix was implemented in April 2017 (v5 of the protocol) \(^{63}\).
CHAPTER 3. ADVANCED SCHNORR-LIKE SIGNATURES

Linkability

Given two valid signatures that are different in some way (e.g. different fake responses, different messages, different overall ring members),

\[ \sigma(m) = (c_1, r_1, ..., r_n) \text{ with } \tilde{K}, \text{ and} \]
\[ \sigma'(m') = (c'_1, r'_1, ..., r'_n') \text{ with } \tilde{K}', \]

if \( \tilde{K} = \tilde{K}' \) then clearly both signatures come from the same private key.

While an observer could link \( \sigma \) and \( \sigma' \), he wouldn’t necessarily know which \( K_i \) in \( \mathcal{R} \) or \( \mathcal{R}' \) was the culprit unless there was only one common key between them. If there was more than one common ring member, his only recourse would be solving the DLP or auditing the rings in some way (such as learning all \( k_i \) with \( i \neq \pi \), or learning \( k_\pi \)).

3.5 Multilayer Linkable Spontaneous Anonymous Group (ML-SAG) signatures

In order to sign transactions, one has to sign with multiple private keys. In [108], Shen Noether et al. describe a multi-layered generalization of the bLSAG signature scheme applicable when we have a set of \( n \cdot m \) keys; that is, the set

\[ \mathcal{R} = \{ K_{i,j} \} \text{ for } i \in \{1, 2, ..., n\} \text{ and } j \in \{1, 2, ..., m\} \]

where we know the \( m \) private keys \( \{ k_{\pi,j} \} \) corresponding to the subset \( \{ K_{\pi,j} \} \) for some index \( i = \pi \).

Such an algorithm would address our needs if we generalize the notion of linkability.

**Linkability** If any private key \( k_{\pi,j} \) is used in 2 different signatures, then those signatures will be automatically linked.

**Signature**

1. Calculate key images \( \tilde{K}_j = k_{\pi,j} \mathcal{H}_p(K_{\pi,j}) \) for all \( j \in \{1, 2, ..., m\} \).

2. Generate random numbers \( \alpha_j \in R \mathbb{Z}_l \) and \( r_{i,j} \in R \mathbb{Z}_l \) for \( i \in \{1, 2, ..., n\} \) (except \( i = \pi \)) and \( j \in \{1, 2, ..., m\} \).

3. Compute

\[ c_{\pi+1} = \mathcal{H}_n(m, [\alpha_1 G], [\alpha_1 \mathcal{H}_p(K_{\pi,1})], ..., [\alpha_m G], [\alpha_m \mathcal{H}_p(K_{\pi,m})]) \]

---

15 LSAG, which is quite similar to bLSAG, is unforgeable, meaning no attacker could make a valid ring signature without knowing a private key. If he invents a fake \( \tilde{K} \) and seeds his signature computation with \( c_{\pi+1} \), then, not knowing \( k_\pi \), he can’t calculate a number \( r_\pi = \alpha - c_\pi k_\pi \) that would produce \( [r_\pi G + c_\pi K_\pi] = \alpha G \). A verifier would reject his signature. Liu et al. prove forgeries that manage to pass verification are extremely improbable [85].

16 Monero MLSAG uses key prefixing. Each challenge contains explicit public keys like this (adding the \( K \) terms absent from bLSAG; key images are included in the message signed):

\[ c_{\pi+1} = \mathcal{H}_n(m, K_{\pi,1}, [\alpha_1 G], [\alpha_1 \mathcal{H}_p(K_{\pi,1})], ..., K_{\pi,m}, [\alpha_m G], [\alpha_m \mathcal{H}_p(K_{\pi,m})]) \]
4. For \( i = \pi + 1, \pi + 2, \ldots, n \), calculate, replacing \( n + 1 \rightarrow 1 \),

\[ c_{i+1} = H_n(m, [r_{i,1}G + c_i K_{i,1}], [r_{i,1} H_p(K_{i,1}) + c_i \tilde{K}_1], \ldots, [r_{i,m} G + c_i K_{i,m}], [r_{i,m} H_p(K_{i,m}) + c_i \tilde{K}_m]) \]

5. Define all \( r_{\pi,j} = \alpha_j - c_\pi k_{\pi,j} \pmod{l} \).

The signature will be \( \sigma(m) = (c_1, r_{1,1}, \ldots, r_{1,m}, \ldots, r_{n,1}, \ldots, r_{n,m}) \), with key images \( (\tilde{K}_1, \ldots, \tilde{K}_m) \).

Verification

Verification of a signature is done in the following manner:

1. For all \( j \in \{1, \ldots, m\} \) check \( \tilde{l} K_j \equiv 0 \).
2. For \( i = 1, \ldots, n \) compute, replacing \( n + 1 \rightarrow 1 \),

\[ c'_{i+1} = H_n(m, [r_{i,1}G + c_i K_{i,1}], [r_{i,1} H_p(K_{i,1}) + c_i \tilde{K}_1], \ldots, [r_{i,m} G + c_i K_{i,m}], [r_{i,m} H_p(K_{i,m}) + c_i \tilde{K}_m]) \]

3. If \( c_1 = c'_1 \) then the signature is valid.

Why it works

Just as with the SAG algorithm, we can readily observe that

- If \( i \neq \pi \), then clearly the values \( c'_{i+1} \) are calculated as described in the signature algorithm.
- If \( i = \pi \) then, since \( r_{\pi,j} = \alpha_j - c_\pi k_{\pi,j} \) closes the loop,

\[ r_{\pi,j} G + c_\pi K_{\pi,j} = (\alpha_j - c_\pi k_{\pi,j}) G + c_\pi K_{\pi,j} = \alpha_j G \]

and

\[ r_{\pi,j} H_p(K_{\pi,j}) + c_\pi \tilde{K}_j = (\alpha_j - c_\pi k_{\pi,j}) H_p(K_{\pi,j}) + c_\pi \tilde{K}_j = \alpha_j H_p(K_{\pi,j}) \]

In other words, it holds also that \( c'_{\pi+1} = c_{\pi+1} \).

Linkability

If a private key \( k_{\pi,j} \) is re-used to make any signature, the corresponding key image \( \tilde{K}_j \) supplied in the signature will reveal it. This observation matches our generalized definition of linkability.\(^\text{17}\)

Space requirements

In this scheme we store \((1+m*n)\) integers, have \(m\) EC key images, and use \(m*n\) public keys.

\(^\text{17}\)As with bLSAG, linked MLSAG signatures do not indicate which public key was used to sign it. However, if the linking key image’s sub-loops’ rings have only one key in common, the culprit is obvious. If the culprit is identified, all other signing members of both signatures are revealed since they share the culprit’s indices.
3.6 Concise Linkable Spontaneous Anonymous Group (CLSAG) signatures

CLSAG [67] is sort of half-way between bLSAG and MLSAG. Suppose you have a ‘primary’ key, and associated with it are several ‘auxiliary’ keys. It is important to prove knowledge of all private keys, but linkability only applies to the primary. This linkability retraction allows smaller, faster signatures than afforded by MLSAG.

As with MLSAG, we have a set of \( n \cdot m \) keys (\( n \) is the ring size, \( m \) is the number of signing keys), and the primary keys are at index 1. In other words, there are \( n \) primary keys, and the \( \pi \)th such key and its auxiliaries will sign.

\[
\mathcal{R} = \{ K_{i,j} \} \quad \text{for} \quad i \in \{1, 2, ..., n\} \quad \text{and} \quad j \in \{1, 2, ..., m\}
\]

We know the private keys \( \{ k_{\pi,j} \} \) corresponding to the subset \( \{ K_{\pi,j} \} \) for some index \( i = \pi \).

Signature

1. Calculate key images \( \tilde{K}_j = k_{\pi,j} \mathcal{H}_p(K_{\pi,1}) \) for all \( j \in \{1, 2, ..., m\} \). Note the base key is always the same, and so key images with \( j > 1 \) are ‘auxiliary key images’. For notational simplicity we call them all \( \tilde{K}_j \).

2. Generate random numbers \( \alpha \in_R \mathbb{Z}_l \) and \( r_i \in_R \mathbb{Z}_l \) for \( i \in \{1, 2, ..., n\} \) (except \( i = \pi \)).

3. Calculate aggregate public keys \( W_i \) for \( i \in \{1, 2, ..., n\} \), and aggregate key image \( \tilde{W} \)

\[
W_i = \sum_{j=1}^{m} \mathcal{H}_n(T_j, \mathcal{R}, \tilde{K}_1, ..., \tilde{K}_m) \ast K_{i,j}
\]

\[
\tilde{W} = \sum_{j=1}^{m} \mathcal{H}_n(T_j, \mathcal{R}, \tilde{K}_1, ..., \tilde{K}_m) \ast \tilde{K}_j
\]

where \( w_\pi = \sum_j \mathcal{H}_n(T_j, ...) \ast k_{\pi,j} \) is the aggregate private key.

4. Compute

\[
c_{\pi+1} = \mathcal{H}_n(T_c, \mathcal{R}, m, [\alpha G], [\alpha \mathcal{H}_p(K_{\pi,1})])
\]

5. For \( i = \pi + 1, \pi + 2, ..., n, 1, 2, ..., \pi - 1 \) calculate, replacing \( n + 1 \rightarrow 1 \),

\[
c_{i+1} = \mathcal{H}_n(T_c, \mathcal{R}, m, [r_i G + c_i W_i], [r_i \mathcal{H}_p(K_{i,1}) + c_i \tilde{W}])
\]

6. Define \( r_\pi = \alpha - c_\pi w_\pi \) (mod \( l \)).

Therefore \( \sigma(m) = (c_1, r_1, ..., r_n) \), with primary key image \( \tilde{K}_1 \), and auxiliary images \( (\tilde{K}_2, ..., \tilde{K}_m) \).

\footnote{The paper this section is based on is a pre-print being finalized for external review. CLSAG is promising as a replacement for MLSAG in future protocol versions, but has not been implemented, and might not be in the future.}

\footnote{The CLSAG paper says to use different hash functions for domain separation, which we model by prefixing each hash with a tag [67], e.g. \( T_1 = \text{“CLSAG,1”} \), \( T_c = \text{“CLSAG,c”} \), etc. Domain separated hash functions have different outputs even with the same inputs. We also use key prefixing here (including \( \mathcal{R} \), which has all the keys, in the hash). Domain separating is a new policy for Monero development, and will likely be done with all applications of hash functions added in the future (v13+). Historical uses of hash functions will probably be left alone."}
CHAPTER 3. ADVANCED SCHNORR-LIKE SIGNATURES

Verification

The verification of a signature is done in the following manner:

1. For all \( j \in \{1, ..., m\} \) check \( l \hat{K}_j \equiv 0 \).

2. Calculate aggregate public keys \( W_i \) for \( i \in \{1, 2, ..., n\} \), and aggregate key image \( \hat{W} \)
   \[
   W_i = \sum_{j=1}^{m} \mathcal{H}_n(T_j, R, \tilde{K}_1, ..., \tilde{K}_m) * K_{i,j} \\
   \hat{W} = \sum_{j=1}^{m} \mathcal{H}_n(T_j, R, \tilde{K}_1, ..., \tilde{K}_m) * \tilde{K}_j
   \]

3. For \( i = 1, ..., n \) compute, replacing \( n + 1 \rightarrow 1 \),
   \[
   c_{i+1} = \mathcal{H}_n(T_c, R, m, [r_i G + c_i W_i], [r_i H_p(K_{i,1}) + c_i \hat{W}])
   \]

4. If \( c_1 = c'_1 \) then the signature is valid.

Why it works

The biggest danger in concise signatures like this is key cancellation, where the key images reported aren’t legitimate, yet still sum to a legitimate aggregate value. This is where the aggregation coefficients \( \mathcal{H}_n(T_j, R, \tilde{K}_1, ..., \tilde{K}_m) \) come into play, locking down each key to its expected value. We leave tracing out the circular repercussions of faking a key image as an exercise to the reader (perhaps start by imagining those coefficients don’t exist). Auxiliary key images are an artifact of proving the primary image is legitimate, since the aggregate private key \( w_\pi \), which contains all the private keys, is applied to base point \( H_p(K_{\pi,1}) \).

Linkability

If a private key \( k_{\pi,1} \) is re-used to make any signature, the corresponding primary key image \( \tilde{K}_1 \) supplied in the signature will reveal it. Auxiliary key images are ignored, as they only exist to facilitate the ‘Concise’ part of CLSAG.

Space requirements

We store \((1+n)\) integers, have \( m \) key images, and use \( m * n \) public keys.

\[\text{\textsuperscript{20}}\] In Monero we would only check \( l * \hat{K}_1 \) for the primary key image. Auxiliary keys would be stored as \((1/8) * K_j\), and during verification multiplied by 8 (recall Section 2.3.1), which is more efficient. The method discrepancy is an implementation choice, since linkable key images are very important and so shouldn’t be messed with aggressively, and the other method was employed in prior protocol versions.
The ownership of digital currency stored in a blockchain is controlled by so-called ‘addresses’. Addresses are sent money which only the address-holder can spend.\footnote{Except with negligible probability.}

More specifically, an address owns the ‘outputs’ from some transactions, which are like notes giving the address-holder spending rights to an ‘amount’ of money. Such a note might say “Address C now owns 5.3 XMR”.

To spend an owned output, the address-holder references it as the input to a new transaction. This new transaction has outputs owned by other addresses (or by the sender’s address, if the sender wants). A transaction’s total input amount equals its total output amount, and once spent an owned output can’t be respent. Carol, who has Address C, could reference that old output in a new transaction (e.g. “In this transaction I’d like to spend that old output.”) and add a note saying “Address B now owns 5.3 XMR”.

An address’s balance is the sum of amounts contained in its unspent outputs.\footnote{Computer applications known as ‘wallets’ are used to find and organize the outputs owned by an address, to maintain custody of its private keys for authoring new transactions, and to submit those transactions to the network for verification and inclusion in the blockchain.}

We discuss hiding the amount from observers in Chapter 5, the structure of transactions in Chapter 6 (which includes how to prove you are spending an owned and previously unspent output, without even revealing which output is being spent), and the money creation process and role of observers in Chapter 7.
4.1 User keys

Unlike Bitcoin, Monero users have two sets of private/public keys, \((k^v, K^v)\) and \((k^s, K^s)\), generated as described in Section 2.3.2.

The address of a user is the pair of public keys \((K^v, K^s)\). Her private keys will be the corresponding pair \((k^v, k^s)\).³

Using two sets of keys allows function segregation. The rationale will become clear later in this chapter, but for the moment let us call private key \(k^v\) the view key, and \(k^s\) the spend key. A person can use their view key to determine if their address owns an output, and their spend key will allow them to spend that output in a transaction (and retroactively figure out it has been spent).⁴

4.2 One-time addresses

To receive money, a Monero user may distribute their address to other users, who can then send it money via transaction outputs.

The address is never used directly.⁵ Instead, a Diffie-Hellman-like exchange is applied to it, creating a unique one-time address for each transaction output to be paid to the user. In this way, even external observers who know all users’ addresses cannot use them to identify which user owns any given transaction output.⁶

Let’s start with a very simple mock transaction, containing exactly one output — a payment of ‘0’ amount from Alice to Bob.

Bob has private/public keys \((k^v_B, k^s_B)\) and \((K^v_B, K^s_B)\), and Alice knows his public keys (his address). The mock transaction could proceed as follows [136]:

1. Alice generates a random number \(r \in R \mathbb{Z}_d\), and calculates the one-time address⁷

³To communicate an address to other users, it is extremely common to encode it in base-58, a binary-to-text encoding scheme first created for Bitcoin [28]. See [5] for more details.

⁴It is currently most common for the view key \(k^v\) to equal \(H_n(k^s)\). This means a person only needs to save their spend key \(k^s\) in order to access (view and spend) all of the outputs they own (spent and unspent). The spend key is typically represented as a series of 25 words (where the 25th word is a checksum). Other, less popular methods include: generating \(k^v\) and \(k^s\) as separate random numbers, or generating a random 12-word mnemonic \(a\), where \(k^s = \text{sc}_\text{reduce32}(\text{Keccak}(a))\) and \(k^v = \text{sc}_\text{reduce32}(\text{Keccak}(\text{Keccak}(a)))\). [5]

⁵The method described here is not enforced by the protocol, just by wallet implementation standards. This means an alternate wallet could follow the style of Bitcoin where recipients’ addresses are included directly in transaction data. Such a non-compliant wallet would produce transaction outputs unusable by other wallets, and each Bitcoin-esque address could only be used once due to key image uniqueness.

⁶Except with negligible probability.

⁷In Monero, every instance (including when it’s used for other parts of the transaction) of \(rK^vG\) is multiplied by the cofactor 8, so in this case Alice computes \(8 * rK^v_B\) and Bob computes \(8 * k^v_B rG\). As far as we can tell this serves no purpose (but it is a rule that users must follow). Multiplying by the cofactor ensures the resulting point is in \(G\)’s subgroup, but if \(R\) and \(K^v\) don’t share a subgroup to begin with, then the discrete logs \(r\) and \(k^v\) can’t be used to make a shared secret regardless.
$K^o = \mathcal{H}_n(rK^v_B)G + K^s_B$

2. Alice sets $K^o$ as the addressee of the payment, adds the output amount ‘0’ and the value $rG$ to the transaction data, and submits it to the network.

3. Bob receives the data and sees the values $rG$ and $K^o$. He can calculate $K^o_B = K^o - \mathcal{H}_n(rK^v_B)G$. When he sees that $K^o_B = K^s_B$, he knows the output is addressed to him.\(^8\)

The private key $k^v_B$ is called the ‘view key’ because anyone who has it (and Bob’s public spend key $K^s_B$) can calculate $K^o_B$ for every transaction output in the blockchain (record of transactions), and ‘view’ which ones belong to Bob.

4. The one-time keys for the output are:

$$K^o = \mathcal{H}_n(rK^v_B)G + K^s_B = (\mathcal{H}_n(rK^v_B) + k^s_B)G$$

$$k^o = \mathcal{H}_n(rK^v_B) + k^s_B$$

To spend his ‘0’ amount output [sic] in a new transaction, all Bob needs to do is prove ownership by signing a message with the one-time key $K^o$. The private key $k^s_B$ is the ‘spend key’ since it is required for proving output ownership, while $k^v_B$ is the ‘view key’ since it can be used to find outputs spendable by Bob.

As will become clear in Chapter 6, without $k^o$ Alice can’t compute the output’s key image, so she can never know for sure if Bob spends the output she sent him.\(^9\)

Bob may give a third party his view key. Such a third party could be a trusted custodian, an auditor, a tax authority, etc. Somebody who could be allowed read access to the user’s transaction history, without any further rights. This third party would also be able to decrypt the output’s amount (to be explained in Section 5.3). See Chapter 8 for other ways Bob could provide information about his transaction history.

### 4.2.1 Multi-output transactions

Most transactions will contain more than one output. If nothing else, to transfer ‘change’ back to the sender.\(^10,11\)

---

\(^8\) $K^o_B$ is computed with `derive_subaddress_public_key()` because normal address spend keys are stored at index 0 in the spend key lookup table, while subaddresses are at indices 1,2... This will make sense soon: see Section 4.3.

\(^9\) Imagine Alice produces two transactions, each containing the same one-time output address $K^o$ that Bob can spend. Since $K^o$ only depends on $r$ and $K^v_B$, there is no reason she can’t do it. Bob can only spend one of those outputs because each one-time address only has one key image, so if he isn’t careful Alice might trick him. She could make transaction 1 with a lot of money for Bob, and later transaction 2 with a small amount for Bob. If he spends the money in 2, he can never spend the money in 1. In fact, no one could spend the money in 1, effectively ‘burning’ it. Monero wallets have been designed to ignore the smaller amount in this scenario.

\(^10\) Actually, as of protocol v12 two outputs are *required* from each (non-miner) transaction, even if it means one output has 0 amount (`HF_VERSION_MIN_2_OUTPUTS`). This improves transaction indistinguishability by mixing 1-output cases with the much more common 2-output transactions. Previous to v12 the core wallet software was already creating 0-value outputs. The core implementation sends 0-amount outputs to a random address.

\(^11\) After Bulletproofs were implemented in protocol v8, each transaction became limited to no more than 16 outputs (`BULLETPROOF_MAX_OUTPUTS`). Previously there was no limit, aside from a restraint on transaction size (in...
Monero senders usually generate only one random value \( r \). The curve point \( rG \) is typically known as the transaction public key and is published alongside other transaction data in the blockchain.

To ensure that all one-time addresses in a transaction with \( p \) outputs are different even in cases where the same addressee is used twice, Monero uses an output index. Every output from a transaction has an index \( t \in \{0, ..., p - 1\} \). By appending this value to the shared secret before hashing it, one can ensure the resulting one-time addresses are unique:

\[
K^0_t = \mathcal{H}_n(rK^0, t)G + K^8_t = (\mathcal{H}_n(rK^0, t) + k^8_t)G
\]
\[
k^0_t = \mathcal{H}_n(rK^0, t) + k^8_t
\]

### 4.3 Subaddresses

Monero users can generate subaddresses from each address \[105\]. Funds sent to a subaddress can be viewed and spent using its main address’s view and spend keys. By analogy: an online bank account may have multiple balances corresponding to credit cards and deposits, yet they are all accessible and spendable from the same point of view – the account holder.

Subaddresses are convenient for receiving funds to the same place when a user doesn’t want to link his activities together by publishing/using the same address. As we will see, most observers would have to solve the DLP to determine a given subaddress is derived from any particular address \[105\].

They are also useful for differentiating between received outputs. For example, if Alice wants to buy an apple from Bob on a Tuesday, Bob could write a receipt describing the purchase and make a subaddress for that receipt, then ask Alice to use that subaddress when she sends him the money. This way Bob can associate the money he receives with the apple he sold. We explore another way to distinguish between received outputs in the next section.

Bob generates his \( i^{th} \) subaddress \( (i = 1, 2, ...) \) from his address as a pair of public keys \((K^{v,i}, K^{s,i})\).\[13\]

\[
K^{s,i} = K^8 + \mathcal{H}_n(k^v, i)G
\]
\[
K^{v,i} = k^vK^{s,i}
\]

So,

\[
K^{v,i} = k^v(k^8 + \mathcal{H}_n(k^v, i))G
\]
\[
K^{s,i} = (k^8 + \mathcal{H}_n(k^v, i))G
\]

\[12\] Prior to subaddresses (added in the software update corresponding with protocol v7 \[76\]), Monero users could simply generate many normal addresses. To view each address’s balance, you needed to do a separate scan of the blockchain record. This was very inefficient. With subaddresses, users maintain a look-up table of (hashed) spend keys, so one scan of the blockchain takes the same amount of time for 1 subaddress, or 10,000 subaddresses.

\[13\] It turns out the subaddress hash is domain separated, so it’s really \( \mathcal{H}_n(T_{sub}, k^v, i) \) where \( T_{sub} = “SubAddr” \). We omit \( T_{sub} \) throughout this document for brevity.
4.3.1 Sending to a subaddress

Let’s say Alice is going to send Bob ‘0’ amount again, this time via his subaddress \((K_B^{v,1}, K_B^{s,1})\).

1. Alice generates a random number \(r \in_R \mathbb{Z}_d\), and calculates the one-time address
   \[
   K^0 = \mathcal{H}_n(rK_B^{v,1}, 0)G + K_B^{s,1}
   \]

2. Alice sets \(K^0\) as the addressee of the payment, adds the output amount ‘0’ and the value \(rK_B^{s,1}\) to the transaction data, and submits it to the network.

3. Bob receives the data and sees the values \(rK_B^{s,1}\) and \(K^0\). He can calculate \(k_B^v rK_B^{s,1} = rK_B^{v,1}\).

4. The one-time keys for the output are:
   \[
   K^0 = \mathcal{H}_n(rK_B^{v,1}, 0)G + K_B^{s,1} = (\mathcal{H}_n(rK_B^{v,1}, 0) + k_B^{s,1})G
   \]
   \[
   k^0 = \mathcal{H}_n(rK_B^{v,1}, 0) + k_B^{s,1}
   \]

Now, Alice’s transaction public key is particular to Bob \((rK_B^{s,1} \text{ instead of } rG)\). If she creates a \(p\)-output transaction with at least one output intended for a subaddress, Alice needs to make a unique transaction public key for each output \(t \in \{0, \ldots, p - 1\}\). In other words, if Alice is sending to Bob’s subaddress \((K_B^{v,1}, K_B^{s,1})\) and Carol’s address \((K_C^{v,1}, K_C^{s,1})\), she will put two transaction public keys \(\{r_1K_B^{s,1}, r_2G\} \text{ in the transaction data.}^{15,16}\)

---

14 An advanced attacker may be able to link subaddresses [56] (a.k.a. the Janus attack). With subaddresses (one of which can be a normal address) \(K_B^1 \& K_B^2\) the attacker thinks may be related, he makes a transaction output with \(K^0 = \mathcal{H}_n(rK_B^{v,2}, 0)G + K_B^{s,2}\) and includes transaction public key \(rK_B^{v,2}\). Bob calculates \(rK_B^{v,2}\) to find \(K_B^{s,1}\) but has no way of knowing it was his other (sub)address’s key used! If he tells the attacker that he received funds to \(K_B^1\), the attacker will know \(K_B^2\) is a related subaddress (or normal address). Since subaddresses are outside the protocol’s scope, mitigations are up to wallet implementers. No known wallets have done so, and any mitigation would only work for compliant wallets. Potential mitigations include: not informing attackers of received funds, including encrypted transaction private key \(r\) in transaction data, a Schnorr signature on the shared secret using \(K^{s,1}\) as the base point instead of \(G\), and including \(rG\) in transaction data and verifying the shared secret with \(rK^{s,1} = (K^v + \mathcal{H}_n(k^v, 1)) \ast rG\) (requires the private spend key). Outputs received by a normal address should also be verified. See [101] for a discussion of the last mitigation listed.

15 In Monero subaddresses are prefixed with an ‘8’, separating them from addresses, which are prefixed with ‘4’. This helps senders choose the correct procedure when constructing transactions.
4.4 Integrated addresses

To differentiate between the outputs they receive, a recipient can request senders include a payment ID in transaction data. For example, if Alice wants to buy an apple from Bob on a Tuesday, Bob could write a receipt describing the purchase and ask Alice to include the receipt’s ID number when she sends him the money. This way Bob can associate the money he receives with the apple he sold.

At one point senders could communicate payment IDs in clear text, but manually including the IDs in transactions is inconvenient, and cleartext is a privacy hazard for recipients, who might inadvertently expose their activities. In Monero, recipients can integrate payment IDs into their addresses, and provide those integrated addresses, containing \((K^v, K^s, \text{payment ID})\), to senders. Payment IDs can technically be integrated into any kind of address, including normal addresses, subaddresses, and multisignature addresses.

Senders addressing outputs to integrated addresses can encode payment IDs using the shared secret \(rK^v_t\) and an XOR operation (recall Section 2.5), which recipients can then decode with the appropriate transaction public key and another XOR operation \([9]\). Encoding payment IDs in this way also allows senders to prove they made particular transaction outputs (e.g. for audits, refunds, etc.).

**Encoding**

The sender encodes the payment ID for inclusion in transaction data:\[k_{\text{mask}} = \mathcal{H}_n(rK^v_t, \text{pid} \_\text{tag})\]
\[k_{\text{payment ID}} = k_{\text{mask}} \rightarrow \text{reduced to bit length of payment ID}\]
\[\text{encoded payment ID} = \text{XOR}(k_{\text{payment ID}}, \text{payment ID})\]

17 Currently, Monero implementations only support one payment ID per transaction regardless of how many outputs it has.

18 These long-form (256 bit) cleartext payment IDs were deprecated in v0.15 of the core software implementation (coincident with protocol v12 in November 2019). While other wallets may still support them and allow their inclusion in transaction data, the core wallet will ignore them.

19 Within the authors’ knowledge, integrated addresses have only ever been implemented for normal addresses.

20 Since an observer can recognize the difference between transactions with and without payment IDs, using them is thought to make the Monero transaction history less uniform. Because of this, since protocol v10 the core implementation adds a dummy encrypted payment ID to all 2-output transactions. Decoding one will reveal all 0s (this is not required by the protocol, just best practice).

21 In Monero payment IDs for integrated addresses are conventionally 64 bits long.
We include \texttt{pid\_tag} to ensure $k_{\text{mask}}$ is different from the component $\mathcal{H}_n(rK^v_t, t)$ in one-time output addresses.\textsuperscript{22}

\textbf{Decoding}

Whichever recipient the payment ID was created for can find it using his view key and the transaction public key $rG$:\textsuperscript{23}

\begin{align*}
  k_{\text{mask}} &= \mathcal{H}_n(k^v_t r G, \text{pid\_tag}) \\
  k_{\text{payment ID}} &= k_{\text{mask}} \rightarrow \text{reduced to bit length of payment ID} \\
  \text{payment ID} &= \text{XOR} (k_{\text{payment ID}}, \text{encoded payment ID})
\end{align*}

Similarly, senders can decode payment IDs they had previously encoded by recalculating the shared secret.

\section{Multisignature addresses}

Sometimes it is useful to share ownership of funds between different people/addresses. We dedicate Chapter 9 to elaborating this topic.

\textsuperscript{22} In Monero, \texttt{pid\_tag} = \texttt{ENCRYPTED\_PAYMENT\_ID\_TAIL} = 141. In, for example, multi-input transactions we compute $\mathcal{H}_n(rK^v_t, t) \pmod{l}$ to ensure we are using a scalar less than the EC subgroup order, but since $l$ is 253 bits and payment IDs are only 64 bits, taking the modulus for encoding payment IDs would be meaningless, so we don’t.

\textsuperscript{23} Transaction data does not indicate which output a payment ID ‘belongs’ to. Recipients have to identify their own payment IDs.
In most cryptocurrencies like Bitcoin, transaction output notes, which give spending rights to ‘amounts’ of money, communicate those amounts in clear text. This allows observers to easily verify the amount spent equals the amount sent.

In Monero we use commitments to hide output amounts from everyone except senders and receivers, while still giving observers confidence that a transaction sends no more or less than what is spent. As we will see, amount commitments must also have corresponding ‘range proofs’ which prove the hidden amount is within a legitimate range.

5.1 Commitments

Generally speaking, a cryptographic commitment scheme is a way of committing to a value without revealing the value itself. After committing to something, you are stuck with it.

For example, in a coin-flipping game Alice could privately commit to one outcome (i.e. ‘call it’) by hashing her committed value with secret data and publishing the hash. After Bob flips the coin, Alice declares which value she committed to and proves it by revealing the secret data. Bob could then verify her claim.

In other words, assume that Alice has a secret string \textit{blah} and the value she wants to commit to is \textit{heads}. She hashes \( h = \mathcal{H}(\text{blah}, \text{heads}) \) and gives \( h \) to Bob. Bob flips a coin, then Alice tells Bob the secret string \textit{blah} and that she committed to \textit{heads}. Bob calculates \( h' = \mathcal{H}(\text{blah}, \text{heads}) \). If \( h' = h \), then he knows Alice called \textit{heads} before the coin flip.
Alice uses the so-called ‘salt’, *blah*, so Bob can’t just guess $\mathcal{H}(\text{heads})$ and $\mathcal{H}(\text{tails})$ before his coin flip, and figure out she committed to *heads*.\(^1\)

### 5.2 Pedersen commitments

A **Pedersen commitment** \(^2\) is a commitment that has the property of being *additively homomorphic*. If $C(a)$ and $C(b)$ denote the commitments for values $a$ and $b$ respectively, then $C(a + b) = C(a) + C(b)$.\(^2\) This property will be useful when committing transaction amounts, as one can prove, for instance, that inputs equal outputs, without revealing the amounts at hand.

Fortunately, Pedersen commitments are easy to implement with elliptic curve cryptography, as the following holds trivially

$$aG + bG = (a + b)G$$

Clearly, by defining a commitment as simply $C(a) = aG$, we could easily create cheat tables of commitments to help us recognize common values of $a$.

To attain information-theoretic privacy, one needs to add a secret *blinding factor* and another generator $H$, such that it is unknown for which value of $\gamma$ the following holds: $H = \gamma G$. The hardness of the discrete logarithm problem ensures calculating $\gamma$ from $H$ is infeasible.\(^3\)

We can then define the commitment to a value $a$ as $C(x, a) = xG + aH$, where $x$ is the blinding factor (a.k.a. ‘mask’) that prevents observers from guessing $a$.

Commitment $C(x, a)$ is information-theoretically private because there are many possible combinations of $x$ and $a$ that would output the same $C$.\(^4\) If $x$ is truly random, an attacker would have literally no way to figure out $a$ [88, 122].

### 5.3 Amount commitments

In Monero, output amounts are stored in transactions as Pedersen commitments. We define a commitment to an output’s amount $b$ as:

\(^1\) If the committed value is very difficult to guess and check, e.g. if it’s an apparently random elliptic curve point, then salting the commitment isn’t necessary.

\(^2\) Additively homomorphic in this context means addition is preserved when you transform scalars into EC points by applying, for scalar $x$, $x \rightarrow xG$.

\(^3\) In the case of Monero, $H = 8 \ast \text{to\_point}(\mathcal{H}_r(G))$. This differs from the $\mathcal{H}_p$ hash function in that it directly interprets the output of $\mathcal{H}_a(G)$ as a compressed point coordinate instead of deriving a curve point mathematically (see [107]). The historical reasons for this discrepancy are unknown to us, and indeed this is the only place where $\mathcal{H}_p$ is not used (Bulletproofs also use $\mathcal{H}_p$). Note how there is a $\ast 8$ operation, to ensure the resultant point is in our $l$ subgroup ($\mathcal{H}_p$ also does that).

\(^4\) Basically, there are many $x'$ and $a'$ such that $x' + a'\gamma = x + a\gamma$. A committer knows one combination, but an attacker has no way to know which one. This property is also known as ‘perfect hiding’ [138]. Furthermore, even the committer can’t find another combination without solving the DLP for $\gamma$, a property called ‘computational binding’ [138].
C(y, b) = yG + bH

Recipients should be able to know how much money is in each output they own, as well as reconstruct the amount commitments, so they can be used as the inputs to new transactions. This means the blinding factor \( y \) and amount \( b \) must be communicated to the receiver.

The solution adopted is a Diffie-Hellman shared secret \( rK^u_B \) using the ‘transaction public key’ (recall Section 4.2.1). For any given transaction in the blockchain, each of its outputs \( t \in \{0, ..., p-1\} \) has a mask \( y_t \) that senders and receivers can privately compute, and an amount stored in the transaction’s data. While \( y_t \) is an elliptic curve scalar and occupies 32 bytes, \( b \) will be restricted to 8 bytes by the range proof so only an 8 byte value needs to be stored.\(^5\)

\[
y_t = H_n("commitment_mask", H_n(rK^u_B, t))
\]

\[
amount_t = b_t \oplus_8 H_n("amount", H_n(rK^u_B, t))
\]

Here, \( \oplus_8 \) means to perform an XOR operation (Section 2.5) between the first 8 bytes of each operand (\( b_t \) which is already 8 bytes, and \( H_n(...) \) which is 32 bytes). Recipients can perform the same XOR operation on \( amount_t \) to reveal \( b_t \).

The receiver Bob will be able to calculate the blinding factor \( y_t \) and the amount \( b_t \) using the transaction public key \( rG \) and his view key \( k_v^B \). He can also check that the commitment \( C(y_t, b_t) \) provided in the transaction data, henceforth denoted \( C_t^b \), corresponds to the amount at hand.

More generally, any third party with access to Bob’s view key could decrypt his output amounts, and also make sure they agree with their associated commitments.

5.4 RingCT introduction

A transaction will contain references to other transactions’ outputs (telling observers which old outputs are to be spent), and its own outputs. The content of an output includes a one-time address (assigning ownership of the output) and an output commitment hiding the amount (also the encoded output amount from Section 5.3).

While a transaction’s verifiers don’t know how much money is contained in each input and output, they still need to be sure the sum of input amounts equals the sum of output amounts. Monero uses a technique called RingCT \[108\], first implemented in January 2017 (v4 of the protocol), to accomplish this.
If we have a transaction with \( m \) inputs containing amounts \( a_1, \ldots, a_m \), and \( p \) outputs with amounts \( b_0, \ldots, b_{p-1} \), then an observer would justifiably expect that:

\[
\sum_j a_j - \sum_t b_t = 0
\]

Since commitments are additive and we don’t know \( \gamma \), we could easily prove our inputs equal outputs to observers by making the sum of commitments to input and output amounts equal zero (i.e. by setting the sum of output blinding factors equal to the sum of old input blinding factors):\(^8\)

\[
\sum_j C_{j,in} - \sum_t C_{t,out} = 0
\]

To avoid sender identifiability we use a slightly different approach. The amounts being spent correspond to the outputs of previous transactions, which had commitments

\[
C_{j}^a = x_jG + a_jH
\]

The sender can create new commitments to the same amounts but using different blinding factors; that is,

\[
C_{j}^{a'} = x_j'G + a_jH
\]

Clearly, she would know the private key of the difference between the two commitments:

\[
C_{j}^a - C_{j}^{a'} = (x_j - x_j')G
\]

Hence, she would be able to use this value as a commitment to zero, since she can make a signature with the private key \( (x_j - x_j') = z_j \) and prove there is no \( H \) component to the sum (assuming \( \gamma \) is unknown). In other words prove that \( C_{j}^a - C_{j}^{a'} = z_jG + 0H \), which we will actually do in Chapter 6 when we discuss the structure of RingCT transactions.

Let us call \( C_{j}^{a'} \) a pseudo output commitment. Pseudo output commitments are included in transaction data, and there is one for each input.

Before committing a transaction to the blockchain, the network will want to verify that its amounts balance. Blinding factors for pseudo and output commitments are selected such that

\[
\sum_j x_j' - \sum_t y_t = 0
\]

This allows us to prove input amounts equal output amounts:

\[
(\sum_j C_{j}^{a'} - \sum_t C_{t}^b) = 0
\]

Fortunately, choosing such blinding factors is easy. In the current version of Monero, all blinding factors are chosen randomly by the network.

---

\(^7\) If the intended total output amount doesn’t precisely equal any combination of owned outputs, then transaction authors can add a ‘change’ output sending extra money back to themselves. By analogy to cash, with a 20$ bill and 15$ expense you will receive 5$ back from the cashier.

\(^8\) Recall from Section 2.3.1 we can subtract a point by inverting its coordinates then adding it. If \( P = (x, y) \), \( -P = (-x, y) \). Recall also that negations of field elements are calculated \( \text{(mod } q) \), so \( -(x \text{ (mod } q)) \).
factors are random except for the \(m\)th pseudo out commitment, where \(x'_m\) is simply
\[
x'_m = \sum_t y_t - \sum_{j=1}^{m-1} x'_j
\]

### 5.5 Range proofs

One problem with additive commitments is that, if we have commitments \(C(a_1), C(a_2), C(b_1), \text{ and } C(b_2)\) and we intend to use them to prove that \((a_1 + a_2) - (b_1 + b_2) = 0\), then those commitments would still apply if one value in the equation were ‘negative’.

For instance, we could have \(a_1 = 6, a_2 = 5, b_1 = 21, \text{ and } b_2 = -10\).
\[
(6 + 5) - (21 + -10) = 0
\]
where
\[
21G + -10G = 21G + (l - 10)G = (l + 11)G = 11G
\]

Since \(-10 = l - 10\), we have effectively created \(l\) more Monero\(j\) (over \(7.2 \times 10^{74}\)) than we put in.

The solution addressing this issue in Monero is to prove each output amount is in a certain range (from 0 to \(2^{64} - 1\)) using the Bulletproofs proving scheme first described by Benedikt Bünz et al. in [43] (and also explained in [138, 50]). Given the involved and intricate nature of Bulletproofs, it is not elucidated in this document. Moreover we feel the cited materials adequately present its concepts.

The Bulletproof proving algorithm takes as input output amounts \(b_t\) and commitment masks \(y_t\), and outputs all \(C^t_b\) and an \(n\)-tuple aggregate proof \(\Pi_{BP} = (A, S, T_1, T_2, \tau_x, \mu, R, a, b, t)^{11,12}\). That single proof is used to prove all output amounts are in range at the same time, as aggregating them greatly reduces space requirements (although it does increase the time to verify). The verification algorithm takes as input all \(C^t_b\), and \(\Pi_{BP}\), and outputs true if all committed amounts are in the range 0 to \(2^{64} - 1\).

The \(n\)-tuple \(\Pi_{BP}\) occupies \((2 \cdot \lceil \log_2(64 \cdot p) \rceil + 9) \cdot 32\) bytes of storage.

---

9 It’s conceivable that with several outputs in a legitimate range, the sum of their amounts could roll over and cause a similar problem. However, when the maximum output is much smaller than \(l\) it takes a huge number of outputs for that to happen. For example, if the range is 0-5, and \(l = 99\), then to counterfeit money using an input of 2, we would need \(5 + 5 + \ldots + 5 + 1 = 101 \equiv 2 \pmod{99}\), for 21 total outputs. In Monero \(l\) is about 2^189 times bigger than the available range, which means a ridiculous 2^189 outputs to counterfeit money.

10 Prior to protocol v8 range proofs were accomplished with Borromean ring signatures, which were explained in the first edition of Zero to Monero [33].

11 Vectors \(L\) and \(R\) contain \(\lceil \log_2(64 \cdot p) \rceil\) elements each. \(\lceil \rceil\) means the log function is rounded up. Due to their construction, some Bulletproofs use ‘dummy outputs’ as padding to ensure \(p\) plus the number of dummy outputs is a power of 2. Those dummy outputs can be generated during verification, and are not stored with the proof data.

12 The variables in a Bulletproof are unrelated to other variables in this document. Symbol overlap is merely coincidental. Note that group elements \(A, S, T_1, T_2, L, \text{ and } R\) are multiplied by 1/8 before being stored, then multiplied by 8 during verification. This ensures they are all members of the \(l\) sub-group (recall Section 2.3.1).

13 It turns out multiple separate Bulletproofs can be ‘batched’ together, which means they are verified simultaneously. Doing so improves how long it takes to verify them, and currently in Monero Bulletproofs are batched on a per-block basis, although there is no theoretical limit to how many can be batched together. Each transaction is only allowed to have one Bulletproof.
Throughout Chapters 4 and 5 we built up several aspects of Monero transactions. At this point a simple one-input, one-output transaction from some unknown author to some unknown recipient sounds like:

“My transaction uses transaction public key \( rG \). I will spend old output \( X \) (note that it has a hidden amount \( A_X \), committed to in \( C_X \)). I will give it a pseudo output commitment \( C'_X \). I will make one output \( Y \), which may be spent by the one-time address \( K'_Y \). It has a hidden amount \( A_Y \) committed to in \( C_Y \), encrypted for the recipient, and proven in range with a Bulletproofs-style range proof. Please note that \( C'_X - C_Y = 0 \).”

Some questions remain. Did the author actually own \( X \)? Does the pseudo output commitment \( C'_X \) actually correspond to \( C_X \), such that \( A_X = A'_X = A_Y \)? Has someone tampered with the transaction, and perhaps directed the output at a recipient unintended by the original author?

As mentioned in Section 4.2, we can prove ownership of an output by signing a message with its one-time address (whoever has the address’s key owns the output). We can also prove it has the same amount as a pseudo output commitment by proving knowledge of the commitment to zero’s private key \( (C_X - C'_X = z_X G) \). Moreover, if that message is all the transaction data (except the signature itself), then verifiers can be assured everything is as the author intended (the signature only works with the original message). MLSAG signatures allow us to do all of this while also obscuring the actual spent output amongst other outputs from the blockchain, so observers can’t be sure which one is being spent.


6.1 Transaction types

Monero is a cryptocurrency under steady development. Transaction structures, protocols, and cryptographic schemes are always prone to evolving as new innovations, objectives, or threats are found.

In this report we have focused our attention on Ring Confidential Transactions, a.k.a. RingCT, as they are implemented in the current version of Monero. RingCT is mandatory for all new Monero transactions, so we will not describe any deprecated transaction schemes, even if they are still partially supported.\(^1\) The transaction type we have discussed so far, and which will be further elaborated in this chapter, is RCTTypeBulletproof2.\(^2\)

We present a conceptual summary of transactions in Section 6.3.

6.2 Ring Confidential Transactions of type RCTTypeBulletproof2

Currently (protocol v12) all new transactions must use this transaction type, in which each input is signed separately. An actual example of an RCTTypeBulletproof2 transaction, with all its components, can be inspected in Appendix A.

6.2.1 Amount commitments and transaction fees

Assume a transaction sender has previously received various outputs with amounts \(a_1, \ldots, a_m\) addressed to one-time addresses \(K_{\pi,1}, \ldots, K_{\pi,m}\) and with amount commitments \(C_{\pi,1}, \ldots, C_{\pi,m}\).

This sender knows the private keys \(k_{\pi,1}, \ldots, k_{\pi,m}\) corresponding to the one-time addresses (Section 4.2). The sender also knows the blinding factors \(x_j\) used in commitments \(C_{\pi,j}\) (Section 5.3).

Typically transaction outputs are lower in total than transaction inputs, in order to provide a fee that will incentivize miners to include the transaction in the blockchain.\(^3\) Transaction fee amounts \(f\) are stored in clear text in the transaction data transmitted to the network. Miners can create an additional output for themselves with the fee (see Section 7.3.6).

---

\(^1\) RingCT was first implemented in January 2017 (v4 of the protocol). It was made mandatory for all new transactions in September 2017 (v6 of the protocol) \[16\]. RingCT is version 2 of Monero’s transaction protocol.

\(^2\) Within the RingCT era there are three deprecated transaction types: RCTTypeFull, RCTTypeSimple, and RCTTypeBulletproof. The former two coexisted in the first iteration of RingCT and are explored in the first edition of this report \(33\), then with the advent of Bulletproofs (protocol v8) RCTTypeFull was deprecated, and RCTTypeSimple was upgraded to RCTTypeBulletproof. RCTTypeBulletproof2 arrived due to a minor improvement in encrypting output commitments’ masks and amounts (v10).

\(^3\) In Monero there is a minimum base fee that scales with transaction weight. It is semi-mandatory because while you can create new blocks containing tiny-fee transactions, most Monero nodes won’t relay such transactions to other nodes. The result is few if any miners will try to include them in blocks. Transaction authors can provide miner fees above the minimum if they want. We go into more detail on this in Section 7.3.4.
A transaction consists of inputs $a_1, ..., a_m$ and outputs $b_0, ..., b_{p-1}$ such that $\sum_{j=1}^{m} a_j - \sum_{t=0}^{p-1} b_t = f$.\(^4\)

The sender calculates pseudo output commitments for the input amounts, $C_{\pi,1}^{a_1}, ..., C_{\pi,m}^{a_m}$, and creates commitments for intended output amounts $b_0, ..., b_{p-1}$. Let these new commitments be $C_0^b, ..., C_{p-1}^b$.

He knows the private keys $z_1, ..., z_m$ to the commitments to zero $(C_{\pi,1} - C_{\pi,1}^{a_1}), ..., (C_{\pi,m} - C_{\pi,m}^{a_m})$.

For verifiers to confirm transaction amounts sum to zero, the fee amount must be converted into a commitment. The solution is to calculate the commitment of the fee $f$ without the masking effect of any blinding factor. That is, $C(f) = fH$.

Now we can prove input amounts equal output amounts:

$$\left(\sum_j C_j^a - \sum_t C_t^b\right) - fH = 0$$

### 6.2.2 Signature

The sender selects $m$ sets of size $v$, of additional unrelated one-time addresses and their commitments from the blockchain, corresponding to apparently unspent outputs.\(^5,6\) To sign input $j$, she stirs a set of size $v$ into a ring with her own $j^{th}$ unspent one-time address (placed at unique index $\pi$), along with false commitments to zero, as follows:\(^7\)

$$R_j = \left\{ \{K_{o,1,j}, (C_{1,j} - C_{\pi,j}^a)\}, \ldots \right\}$$

\(^4\)Outputs are randomly shuffled by the core implementation before getting assigned an index, so observers can’t build heuristics around their order. Inputs are sorted by key image within transaction data.

\(^5\)In Monero it is standard for the sets of ‘additional unrelated addresses’ to be selected from a gamma distribution across the range of historical outputs (RingCT outputs only, a triangle distribution is used for pre-RingCT outputs). This method uses a binning procedure to smooth out differences in block densities. First calculate the average time between transaction outputs over up to a year ago of RingCT outputs (avg time = [##outputs/##blocks]*blocktime). Select an output via the gamma distribution, then look inside its block and grab a random output to be a member of the set. [93]

\(^6\)As of protocol v12, all transaction inputs must be at least 10 blocks old (CRYPTONOTE_DEFAULT_TX_SPENDABLE_AGE). Prior to v12 the core implementation used 10 blocks by default, but it was not required so an alternate wallet could make different choices, and some apparently did [82].

\(^7\)In Monero each of a transaction’s rings must have the same size, and the protocol controls how many ring members there can be per output-to-be-spent. It has changed with different protocol versions: v2 March 2016 $\geq 3$, v6 Sept. 2017 $\geq 5$, v7 April 2018 $\geq 7$, v8 Oct. 2018 11-only. Since v6 each individual ring can not contain duplicate members, though there may be duplicates between rings to allow multiple inputs when there are insufficient total outputs in the transaction history (i.e. to assemble rings without cross-over) [135].
Alice uses an MLSAG signature (Section 3.5) to sign this ring, where she knows the private keys $k_{o,j}^\pi$ for $K_{o,j}^\pi$, and $z_j$ for the commitment to zero ($C_{a,\pi,j}^\pi - C_{a,\pi,j}^\pi$). Since no key image is needed for the commitments to zero, there is consequently no corresponding key image component in the signature’s construction.

Each input in a transaction is signed individually using rings like $R_j$ as defined above, thereby obscuring the real outputs being spent, $(K_{o,1},...,K_{o,m})$, amongst other unspent outputs. Since part of each ring includes a commitment to zero, the pseudo output commitment used must contain an amount equal to the real input being spent. This ties input amounts to the proof that amounts balance, without compromising which ring member is the real input.

The message $m$ signed by each input is essentially a hash of all transaction data except for the MLSAG signatures. This ensures transactions are tamper-proof from the perspective of both transaction authors and verifiers. Only one message is produced, and each input MLSAG signs it.

One-time private key $k^o$ is the essence of Monero’s transaction model. Signing $m$ with $k^o$ proves you are the owner of the amount committed to in $C^o$. Verifiers can be confident that transaction authors are spending their own funds, without even knowing which funds are being spent, how much is being spent, or what other funds they might own!

### 6.2.3 Avoiding double-spending

An MLSAG signature (Section 3.5) contains images $\tilde{K}_j$ of private keys $k_{\pi,j}^\circ$. An important property for any cryptographic signature scheme is that it should be unforgeable with non-negligible probability. Therefore, to all practical effects, we can assume a signature’s key images must have been deterministically produced from legitimate private keys.

The network only needs to verify that key images included with MLSAG signatures (corresponding to inputs and calculated as $\tilde{K}_j^\circ = k_{\pi,j}^\circ \mathcal{H}_p(K_{\pi,j}^\circ)$) have not appeared before in other transactions. If they have, then we can be sure we are witnessing an attempt to re-spend an output ($C_{\pi,j}^a, K_{o,j}^\pi$).

---

8 Building and verifying the signature excludes the term $r_{i,j} \mathcal{H}_p(C_{i,j} - C_{o,j}^\circ) + c_i \tilde{K}_j$.

9 The advantage of signing inputs individually is that the set of real inputs and commitments to zero need not be placed at the same index $\pi$, as they would be in the aggregated case. This means even if one input’s origin becomes identifiable, the other inputs’ origins would not. The old transaction type $\text{RCTTypeFull}$ used aggregated ring signatures, combining all rings into one, and as we understand it was deprecated for that reason.

10 The actual message is $m = \mathcal{H}(\mathcal{H}(tx\_prefix), \mathcal{H}(ss), \mathcal{H}(range\ proofs))$ where:

$tx\_prefix = \{\text{transaction era version (i.e. RingCT = 2), inputs \{ring member key offsets, key images\}, outputs \{one-time addresses\}, extra \{transaction public key, payment ID or encoded payment ID, misc.\}\}$

$ss = \{\text{transaction type (RCTTypeBulletproof2 = '4'), transaction fee, pseudo output commitments for inputs, ecdhInfo (encrypted amounts), output commitments}\}$

See Appendix A regarding this terminology.

11 Verifiers must also check the key image is a member of the generator’s subgroup (recall Section 3.4).
6.2.4 Space requirements

MLSAG signature (inputs)

From Section 3.5 we recall that an MLSAG signature in this context would be expressed as

\[ \sigma_j(m) = (c_1, r_{1,1}, r_{1,2}, \ldots, r_{v+1,1}, r_{v+1,2}) \] with \( \tilde{K}_j \)

As a legacy of CryptoNote, the values \( \tilde{K}_j \) are not referred to as part of the signature, but rather as images of the private keys \( k^o_{\pi,j} \). These key images are normally stored separately in the transaction structure, as they are used to detect double-spending attacks.

With this in mind and assuming point compression (Section 2.4.2), since each ring \( R_j \) contains \( (v+1) \cdot 2 \) keys, an input signature \( \sigma_j \) will require \( 2(v+1) + 32 \) bytes. On top of this, the key image \( \tilde{K}^o_{\pi,j} \) and the pseudo output commitment \( C'_{a,\pi,j} \) leave a total of \( 2(v+1) + 3 \) bytes per input.

To this value we would need additional space to store the ring member offsets in the blockchain (see Appendix A). These offsets are used by verifiers to find each MLSAG signature’s ring members’ output keys and commitments in the blockchain, and are stored as variable length integers, hence we can not exactly quantify the space needed.\(^{12,13,14}\)

Verifying all of an RCTTypeBulletproof2 transaction’s MLSAGs includes the computation of \( (C_{i,j} - C'_{a,\pi,j}) \) and \( \sum_j C'^a_{j} \overset{?}{=} \sum_t C^b_t + fH \), and verifying key images are in \( G \)'s subgroup with \( l \tilde{K} \overset{?}{=} 0 \).

Range proofs (outputs)

An aggregate Bulletproof range proof will require \( 2 \cdot \lceil \log_2(64 \cdot p) \rceil + 9 \) total bytes.\(^{12}\)

---

\(^{12}\) See [66] or [24] for an explanation of Monero’s varint data type. It is an integer type that uses up to 9 bytes, and stores up to 63 bits of information.

\(^{13}\) Imagine the blockchain contains a long list of transaction outputs. We report the indices of outputs we want to use in rings. Now, bigger indexes require more storage space. We just need the ‘absolute’ position of one index from each ring, and the ‘relative’ positions of the other ring members’ indices. For example, with real indices \{7,11,15,20\} we just need to report \{7,4,4,5\}. Verifiers can compute the last index with \((7 + 4 + 4 + 5 = 20)\). Ring members are organized in ascending order of blockchain index within rings.

\(^{14}\) A transaction with 10 inputs using rings with 11 total members will need \( (11 \cdot 2 + 3) \cdot 32 \cdot 10 = 8000 \) bytes for its inputs, with around 110 to 330 bytes for the offsets (there are 110 ring members).
6.3 Concept summary: Monero transactions

To summarize this chapter, and the previous two chapters, we present the main content of a transaction, organized for conceptual clarity. A real example can be found in Appendix A.

- **Type**: ‘0’ is `RCTTypeNull` (for miners), ‘4’ is `RCTTypeBulletproof2`
- **Inputs**: for each input $j \in \{1, \ldots, m\}$ spent by the transaction author
  - **Ring member offsets**: a list of ‘offsets’ indicating where a verifier can find input $j$’s ring members $i \in \{1, \ldots, v + 1\}$ in the blockchain (includes the real input)
  - **MLSAG Signature**: $\sigma_j$ terms $c_1$, and $r_i, 1 \& r_i, 2$ for $i \in \{1, \ldots, v + 1\}$
  - **Key image**: the key image $\tilde{K}_{ij}^{oa}$ for input $j$
  - **Pseudo output commitment**: $C_j^{oa}$ for input $j$
- **Outputs**: for each output $t \in \{0, \ldots, p - 1\}$ to address or subaddress $(K^r_t, K^s_t)$
  - **One-time address**: $K_{i}^{oa}$ for output $t$
  - **Output commitment**: $C_t^{b}$ for output $t$
  - **Encoded amount**: so output owners can compute $b_t$ for output $t$
    * **Amount**: $b_t \oplus_8 H_n(\text{“amount”}, H_n(rK^r_B, t))$
    * **Range proof**: an aggregate Bulletproof for all output amounts $b_t$
      * **Proof**: $\Pi_{BP} = (A, S, T_1, T_2, \tau_x, \mu, L, R, a, b, t)$
- **Transaction fee**: communicated in clear text multiplied by $10^{12}$ (i.e. atomic units, see Section 7.3.1), so a fee of 1.0 would be recorded as 1000000000000
- **Extra**: includes the transaction public key $rG$, or, if at least one output is directed to a subaddress, $r_iK_i^{s,j}$ for each subaddress’d output $t$ and $r_iG$ for each normal address’d output $t$, and maybe an encoded payment ID (should be at most one per transaction)$^{15}$

Our final one-input/one-output example transaction sounds like this: “My transaction uses transaction public key $rG$. I will spend one of the outputs in set $X$ (note that it has a hidden amount $A_X$, committed to in $C_X$). The output being spent is owned by me (I made a MSLAG signature on the one-time addresses in $X$), and hasn’t been spent before (its key image $\tilde{K}$ has not yet appeared in the blockchain). I will give it a pseudo output commitment $C_X^o$. I will make one output $Y$, which may be spent by the one-time address $K^p_Y$. It has a hidden amount $A_Y$ committed to in $C_Y$, encrypted for the recipient, and proven in range with a Bulletproofs-style range proof. My transaction includes a transaction fee $f$. Please note that $C'_X - (C_Y + C_f) = 0$, and that I have signed the commitment to zero $C'_X - C_X = zG$ which means the input amount equals the output amount ($A_X = A'_X = A_Y + f$). My MLSAG signed all transaction data, so observers can be sure it hasn’t been tampered with.”

$^{15}$ No information stored in the ‘extra’ field is verified, though it is signed by input MLSAGs, so no tampering is possible (except with negligible probability). The field has no limit on how much data it can store, so long as the maximum transaction weight is respected. See [81] for more details.
6.3.1 Storage requirements

For \texttt{RCTTypeBulletproof2} we need \((2(v + 1) + 2) \cdot m \cdot 32\) bytes of storage, and the aggregate Bulletproof range proof needs \(2 \cdot \lceil \log_2(64 \cdot p) \rceil + 9 \cdot 32\) bytes of storage.\(^{16}\)

Miscellaneous requirements:

- Input key images: \(m \cdot 32\) bytes
- One-time output addresses: \(p \cdot 32\) bytes
- Output commitments: \(p \cdot 32\) bytes
- Encoded output amounts: \(p \cdot 8\) bytes
- Transaction public key: 32 bytes normally, \(p \cdot 32\) bytes if sending to at least one subaddress.
- Payment ID: 8 bytes for an integrated address. There should be no more than one per tx.
- Transaction fee: stored as a variable length integer, so \(\leq 9\) bytes
- Input offsets: stored as variable length integers, so \(\leq 9\) bytes per offset, for \(m \cdot (v + 1)\) ring members
- Unlock time: stored as a variable length integer, so \(\leq 9\) bytes\(^{17}\)
- ‘Extra’ tags: each piece of data in the ‘extra’ field (e.g. a transaction public key) begins with a 1 byte ‘tag’, and some pieces also have a 1+ byte ‘length’; see Appendix A for more details

---

\(^{16}\) The amount of transaction content is limited by a maximum so-called ‘transaction weight’. Before Bulletproofs were added in protocol v8 (and indeed currently when transactions have only two outputs) the transaction weight and size in bytes were equivalent. The maximum weight is \((0.5 \times 300\text{kB} - \text{CRYPTONOTE_COINBASE_BLOB_RESERVED_SIZE})\), where the blob reserve (600 bytes) is intended to leave room for the miner transaction within blocks. Before v8 the 0.5x multiplier was not included, and the 300kB term was smaller in earlier protocol versions (20kB v1, 60kB v2, 300kB v5). We elaborate on these topics in Section 7.3.2.

\(^{17}\) Any transaction’s author can lock its outputs, rendering them unspendable until a specified block height where it may be spent (or until a UNIX timestamp, at which time its outputs may be included in a block’s transaction’s ring members). He only has the option to lock all outputs to the same block height. It is not clear if this offers any meaningful utility to transaction authors (perhaps smart contracts). Miner transactions have a mandatory 60-block lock time. As of protocol v12 normal outputs can’t be spent until after the default spendable age (10 blocks) which is functionally equivalent to a mandatory minimum 10-block lock time. If a transaction is published in the 10th block with an unlock time of 25, it may be spent in the 25th block or later. Unlock time is probably the least used of all transaction features for normal transactions.
CHAPTER 7

The Monero Blockchain

The Internet Age has brought a new dimension to the human experience. We can correspond with people on every corner of the planet, and an unimaginable wealth of information is at our fingertips. Exchanging goods and services is fundamental to a peaceful and prosperous society [96], and in the digital realm we can offer our productivity to the whole world.

Media of exchange (moneys) are essential, giving us a point of reference to an immense diversity of economic goods that would otherwise be impossible to evaluate, and enabling mutually beneficial interactions between people with nothing in common [96]. Throughout history there have been many kinds of money, from seashells to paper to gold. Those were exchanged by hand, and now money can be exchanged electronically.

In the current, by far most pervasive, model, electronic transactions are handled by third-party financial institutions. These institutions are given custody of money and trusted to transfer it upon request. Such institutions must mediate disputes, their payments are reversible, and they can be censored or controlled by powerful organizations. [97]

To alleviate these drawbacks decentralized digital currencies have been engineered.¹

7.1 Digital currency

Designing a digital currency is non-trivial. There are three types: personal, centralized, or distributed. Keep in mind that a digital currency is just a collection of messages, and the ‘amounts’ recorded in those messages are interpreted as monetary quantities.

¹This chapter includes more implementation details than previous chapters, as a blockchain’s nature depends heavily on its specific structure.
In the **email model** anyone can make coins (e.g. a message saying ‘I own 5 coins’), and anyone can send their coins over and over to whoever has an email address. It does not have a limited supply, nor does it prevent spending the same coins over and over (double spending).

In the **video game model**, where the entire currency is stored/recorded on one central database, users rely on the custodian to be honest. The currency’s supply is unverifiable for observers, and the custodian can change the rules at any time, or be censored by powerful outsiders.

### 7.1.1 Distributed/shared version of events

In digital ‘shared’ money, many computers each have a record of every currency transaction. When a new transaction is made on one computer it is broadcast to the other computers, and accepted if it follows predefined rules.

Users only benefit from coins when other users accept them in exchange, and users only accept coins they feel are legitimate. To maximize the utility of their coins, users are naturally inclined to settle on one commonly accepted rule-set, without the presence of a central authority.\(^2\)

**Rule 1**: Money can only be created in clearly defined scenarios.

**Rule 2**: Transactions spend money that already exists.

**Rule 3**: A person can only spend a piece of money once.

**Rule 4**: Only the person who owns a piece of money can spend it.

**Rule 5**: Transactions output money equal to the money spent.

**Rule 6**: Transactions are formatted correctly.

Rules 2-6 are covered by the transaction scheme discussed in Chapter 6, which adds the fungibility and privacy-related benefits of ambiguous signing, anonymous receipt of funds, and unreadable amount transfers. We explain Rule 1 later in this chapter.\(^3\) Transactions use cryptography, so we call their content a *cryptocurrency*.

If two computers receive different legitimate transactions spending the same money before they have a chance to send the information to each other, how do they decide which is correct? There is a ‘fork’ in the currency, because two different copies that follow the same rules exist.

Clearly the earliest legitimate transaction spending a piece of money should be canonical. This is easier said than done. As we will see, obtaining consensus for transaction histories constitutes the raison d’être of blockchain technology.

---

\(^2\) In political science this is called a Schelling Point [64], social minima, or social contract.

\(^3\) In commodity money like gold these rules are met by physical reality.
7.1.2 Simple blockchain

First we need all computers, henceforth referred to as nodes, to agree on the order of transactions. Let’s say a currency started with a ‘genesis’ declaration: “Let the SampleCoin begin!” We call this message a ‘block’, and its block hash is

\[ BH_G = H(\text{“Let the SampleCoin begin!”}) \]

Every time a node receives some transactions, they use hashes of those transactions, \( TH \), like messages, along with the previous block’s hash, and compute new block hashes

\[ BH_1 = H(BH_G, TH_1, TH_2, \ldots) \]
\[ BH_2 = H(BH_1, TH_3, TH_4, \ldots) \]

And so on, publishing each new block of messages as it’s made. Each new block references the previous, most recently published block. In this way a clear order of events extends/chains all the way back to the genesis message. We have a very simple ‘blockchain’.\(^4\)

Nodes can include a timestamp in their blocks to aid record keeping. If most nodes are honest with timestamps then the blockchain provides a decent picture of when each transaction was recorded.

If different blocks referencing the same previous block are published at the same time, then the network of nodes will fork as each node receives one of the new blocks before the other (for simplicity, imagine about half the nodes end up with each side of the fork).

7.2 Difficulty

If nodes can publish new blocks whenever they want, the network might fracture and diverge into many different, equally legitimate, chains. Say it takes 30 seconds to make sure everyone in the network gets a new block. What if new blocks are sent out every 31, 15 seconds, 10 seconds, etc?

We can control how fast the entire network makes new blocks. If the time it takes to make a new block is much higher than the time for the previous block to reach most nodes, the network will tend to remain intact.

7.2.1 Mining a block

The output of a cryptographic hash function is uniformly distributed and apparently independent of the input. This means, given a potential input, its hash is equally likely to be every single possible output. Furthermore, it takes a certain amount of time to compute a single hash.

\(^4\) A blockchain is technically a ‘directed acyclic graph’ (DAG), with Bitcoin-style blockchains a one-dimensional variant. DAGs contain a finite number of nodes and one-directional edges (vectors) connecting nodes. If you start at one node, you will never loop back to it no matter what path you take. \[6\]
Let’s imagine a hash function $H_i(x)$ which outputs a number from 1 to 100: $H_i(x) \in_R \{1, \ldots, 100\}$.^5 Given some $x$, $H_i(x)$ selects the same ‘random’ number from $\{1, \ldots, 100\}$ every time you calculate it. It takes 1 minute to calculate $H_i(x)$.

Say we are given a message $m$, and told to find a ‘nonce’ $n$ (some integer) such that $H_i(m, n)$ outputs a number less than or equal to the target $t = 5$ (i.e. $H_i(m, n) \in \{1, \ldots, 5\}$).

Since only $1/20^{th}$ of outputs from $H_i(x)$ will meet the target, it should take around 20 guesses of $n$ to find one that works (and hence 20 minutes of computing time).

Searching for a useful nonce is called mining, and publishing the message with its nonce is a proof of work because it proves we found a useful nonce (even if we were lucky and found it with just one hash, or even blindly published a good nonce), which anyone can verify by computing $H_i(m, n)$.

Now say we have a hash function for generating proofs of work, $H_{PoW} \in_R \{0, \ldots, m\}$, where $m$ is its maximum possible output. Given a message $m$ (a block of information), a nonce $n$ to mine, and a target $t$, we can define the expected average number of hashes, the difficulty $d$, like this: $d = m/t$. If $H_{PoW}(m, n) \ast d \leq m$, then $H_{PoW}(m, n) \leq t$ and $n$ is acceptable.\(^6\)

With smaller targets the difficulty rises and it takes a computer more and more hashes, and therefore longer and longer periods of time, to find useful nonces.\(^7\)

### 7.2.2 Mining speed

Assume all nodes are mining at the same time, but quit on their ‘current’ block when they receive a new one from the network. They immediately start mining a fresh block that references the new one.

Suppose we collect a bunch $b$ of recent blocks from the blockchain (say, with index $u \in \{1, \ldots, b\}$) which each had a difficulty $d_u$. For now, assume the nodes who mined them were honest, so each block timestamp $T_{Su}$ is accurate.\(^8\) The total time between the earliest block and most recent block is $totalTime = T_{Sb} - T_{S1}$. The approximate number of hashes it took to mine all the blocks is $totalDifficulty = \sum_u d_u$.

Now we can guess how fast the network, with all its nodes, can compute hashes. If the actual speed didn’t change much while the bunch of blocks was being produced, it should be effectively\(^9\)

$$hashSpeed \approx totalDifficulty/totalTime$$

---

^5 We use $\in_R$ to say the output is deterministically random.

^6 In Monero only difficulties are recorded/computed since $H_{PoW}(m, n) \ast d \leq m$ doesn’t need $t$.

^7 Mining and verifying are asymmetric since it takes the same time to verify a proof of work (one computation of the proof of work algorithm) no matter what the difficulty is.

^8 Timestamps are determined when a miner starts mining a block, so they are likely to lag behind the actual publication moment. The next block starts mining right away, so the timestamp that appears after a given block indicates how long miners spent on it.

^9 If node 1 tries nonce $n = 23$ and later node 2 also tries $n = 23$, node 2’s effort is wasted because the network already ‘knows’ $n = 23$ doesn’t work (otherwise node 1 would have published that block). The network’s effective hash rate depends on how fast it hashes unique nonces for a given block of messages. As we will see, since miners include a miner transaction with one-time address $K^o \in_R Z_l$ (ER = effectively random) in their blocks, blocks are always unique between miners except with negligible probability, so trying the same nonces doesn’t matter.
If we want to set the target time to mine new blocks so blocks are produced at a rate (one block)/(target time), then we calculate how many hashes it should take for the network to spend that amount of time mining. Note: we round up so the difficulty never equals zero.

\[ newDifficulty = hashSpeed \times targetTime \]

There is no guarantee the next block will take \( newDifficulty \) amount of total network hashes to mine, but over time and many blocks and constantly re-calibrating, the difficulty will track with the network’s real hash speed and blocks will tend to take \( targetTime \).\(^{10}\)

### 7.2.3 Consensus: largest cumulative difficulty

Now we can resolve conflicts between chain forks.

By convention, the chain with highest cumulative difficulty (from all blocks in the chain), and therefore with most work (network hashes) spent constructing, is considered the real, legitimate version. If a chain splits and each fork has the same cumulative difficulty, nodes continue mining on the branch they received first. When one branch gets ahead of the other they discard (‘orphan’) the weaker branch.

If nodes wish to change or upgrade the basic protocol, i.e. the set of rules a node considers when deciding if a blockchain copy or new block is legitimate, they may easily do so by forking the chain. Whether the new branch has any impact on users depends on how many nodes switch and how much software infrastructure is modified.\(^{11}\)

For an attacker to convince honest nodes to alter the transaction history, perhaps in order to respend/unspend funds, he must create a chain fork (on the current protocol) with higher total difficulty than the main chain (which meanwhile continues to grow). This is very hard to do unless you control over 50% of the network hash speed and can outwork other miners.\(^ {97}\)

### 7.2.4 Mining in Monero

To make sure chain forks are on an even footing, we don’t sample the most recent blocks (for calculating new difficulties), instead lagging our bunch \( b \) by \( l \). For example, if there are 29 blocks in the chain (blocks 1,...,29), \( b = 10 \), and \( l = 5 \), we sample blocks 15-24 in order to compute block 30’s difficulty.

If mining nodes are dishonest they can manipulate timestamps so new difficulties don’t match the network’s real hash speed. We get around this by sorting timestamps chronologically, then

---

\(^{10}\) If we assume network hash rate is constantly, gradually, increasing, then since new difficulties depend on past hashes (i.e. before the hash rate increased a tiny bit) we should expect actual block times to, on average, be slightly less than \( targetTime \). The effect of this on the emission schedule (Section 7.3.1) could be canceled out by penalties from increasing block weights, which we explore in Section 7.3.3.

\(^{11}\) Monero developers have successfully changed src/hardforks/hardforks.cpp its protocol 11 times, with nearly all users and miners adopting each fork: v1 April 18, 2014 (genesis version) [127]; v2 March 2016; v3 September 2016; v4 January 2017; v5 April 2017; v6 September 2017; v7 April 2018; v8 and v9 October 2018; v10 and v11 March 2019; v12 November 2019. The core git repository’s README contains a summary of protocol changes in each version.
chopping off the first $o$ outliers and last $o$ outliers. Now we have a ‘window’ of blocks $w = b - 2 \cdot o$. From the previous example, if $o = 3$ and timestamps are honest then we would chop blocks 15-17 and 22-24, leaving blocks 18-21 to compute block 30’s difficulty from.

Before chopping outliers we sorted timestamps, but only timestamps. Block difficulties are left unsorted. We use the cumulative difficulty for each block, which is that block’s difficulty plus the difficulty of all previous blocks in the chain.

Using the chopped arrays of $w$ sorted timestamps and unsorted cumulative difficulties (indexed from $1, \ldots, w$), we define

\[
\text{totalTime} = \text{choppedSortedTimestamps}[w] - \text{choppedSortedTimestamps}[1] \\
\text{totalDifficulty} = \text{choppedCumulativeDifficulties}[w] - \text{choppedCumulativeDifficulties}[1]
\]

In Monero the target time is 120 seconds (2 minutes), $l = 15$ (30 mins), $b = 720$ (one day), and $o = 60$ (2 hours).\textsuperscript{12,13}

Block difficulties are not stored in the blockchain, so someone downloading a copy of the blockchain and verifying all blocks are legitimate needs to recalculate difficulties from recorded timestamps. There are a few rules to consider for the first $b + l = 735$ blocks.

- **Rule 1:** Ignore the genesis block (block 0, with $d = 1$) completely. Blocks 1 and 2 have $d = 1$.
- **Rule 2:** Before chopping off outliers, try to get the window $w$ to compute totals from.
- **Rule 3:** After $w$ blocks, chop off high and low outliers, scaling the amount chopped until $b$ blocks. If the amount of previous blocks (minus $w$) is odd, remove one more low outlier than high.
- **Rule 4:** After $b$ blocks, sample the earliest $b$ blocks until $b + l$ blocks, after which everything proceeds normally - lagging by $l$.

**Monero proof of work (PoW)**

Monero has used a few different proof of work hash algorithms (with 32 byte outputs) in different protocol versions. The original, known as Cryptonight, was designed to be relatively inefficient on GPU, FPGA, and ASIC architectures\textsuperscript{124} compared to standard hash functions like SHA256. In April 2018 (v7 of the protocol), new blocks were required to begin using a slightly modified variant that countered the advent of Cryptonight ASICs\textsuperscript{29}. Another slight variant, named Cryptonight V2, was implemented in October 2018 (v8)\textsuperscript{11}, and Cryptonight-R (based on Cryptonight but with more substantial changes than just a tweak) started being used for new blocks in March 2019 (v10)\textsuperscript{12}. A radical new proof of work called RandomX\textsuperscript{70} was designed and made mandatory for new blocks in November 2019 (v12) with the intention of long-term ASIC resistance\textsuperscript{15}.

\textsuperscript{12}In March 2016 (v2 of the protocol), Monero changed from 1 minute target block times to 2 minute target block times\textsuperscript{14}. Other difficulty parameters have always been the same.

\textsuperscript{13}Monero’s difficulty algorithm may be suboptimal compared to state of the art algorithms\textsuperscript{144}. Fortunately it is ‘fairly resilient to selfish mining’\textsuperscript{51}, an essential feature.
7.3 Money supply

There are two basic mechanisms for creating money in a blockchain-based cryptocurrency.

First, the currency’s creators can conjure coins and distribute them to people in the genesis message. This is often called an ‘airdrop’. Sometimes creators give themselves a large amount in a so-called ‘pre-mine’. [20]

Second, the currency can be automatically distributed as reward for mining a block, much like mining for gold. There are two types here. In the Bitcoin model the total possible supply is capped. Block rewards slowly decline to zero, after which no more money is ever made. In the inflation model supply increases indefinitely.

Monero is based on a currency known as Bytecoin that had a sizeable pre-mine, followed by block rewards [13]. Monero had no pre-mine, and as we will see, its block rewards slowly decline to a small amount after which all new blocks reward that same amount, making Monero inflationary.

7.3.1 Block reward

Block miners, before mining for a nonce, make a ‘miner transaction’ with no inputs and at least one output. The total output amount is equal to the block reward, plus transaction fees from all transactions to be included in the block, and is communicated in clear text. Nodes who receive a mined block must verify the block reward is correct, and can calculate the current money supply by summing all past block rewards together.

Besides distributing money, block rewards incentivize mining. If there were no block rewards (and no other mechanism), why would anyone mine new blocks? Perhaps altruism or curiosity. However, few miners makes it easy for a malicious actor to assemble >50% of the network’s hash rate and easily rewrite recent chain history. This is also why in Monero block rewards do not fall all the way to zero.

With block rewards, competition between miners drives total hash rate up until the marginal cost of adding more hash rate is higher than the marginal reward of obtaining that proportion of mined blocks (which appear at a constant rate) (plus some premiums like risk and opportunity cost). This means as a cryptocurrency becomes more valuable, its total hash rate will increase and it becomes progressively more difficult and expensive to gather >50%.

---

14 A miner transaction can have any number of outputs, although currently the core implementation is only able to make one. Moreover, unlike normal transactions there are no explicit restrictions on miner transaction weight. They are functionally limited by the maximum block weight.

15 As an attacker gets higher shares of the hash rate (beyond 50%), it takes less time to rewrite older and older blocks. Given a block \( x \) days old, owned hash speed \( v \), and honest hash speed \( v_h \) (\( v > v_h \)), it will take \( y = x \cdot (v_h/(v - v_h)) \) days to rewrite.
Bit shifting

Bit shifting is used for calculating the base block reward (as we will see in Section 7.3.3, the actual block reward can sometimes be reduced below the base amount).

Suppose we have an integer $A = 13$ with bit representation $[1101]$. If we shift the bits of $A$ down by 2 using the bitwise shift right operator, denoted $A >> 2$, we get $[0011].01$, which equals 3.25. In reality that last part gets thrown away - ‘shifted’ into oblivion, leaving us with $[0011] = 3$.

Calculating base block reward for Monero

Let’s call the current total money supply $M$, and the ‘limit’ of the money supply $L = 2^{64} - 1$ (in binary it is $[11....11]$, with 64 bits). In the beginning of Monero the base block reward was $B = (L - M) >> 20$. If $M = 0$, then, in decimal format,

$$L = 18,446,744,073,709,551,615$$
$$B_0 = (L - 0) >> 20 = 17,592,186,044,415$$

These numbers are in ‘atomic units’ - 1 atomic unit of Monero can’t be divided. Clearly atomic units are ridiculous - $L$ is over 18 quintillion! We can divide everything by $10^{12}$ to move the decimal point over, giving us the standard units of Monero (a.k.a. XMR, Monero’s so-called ‘stock ticker’).

$$L_{10^{12}} = 18,446,744.073709551615$$
$$B_0 = \frac{(L - 0) >> 20}{10^{12}} = 17.592186044415$$

And there it is, the very first block reward, dispersed to pseudonymous thankful_for_today (who was responsible for starting the Monero project) in Monero’s genesis block [127], was about 17.6 Monero! See Appendix C to confirm this for yourself.

As blocks are mined $M$ grows, lowering subsequent block rewards. Initially (since the genesis block in April 2014) Monero blocks were mined once per minute, but in March 2016, it became two minutes per block [14]. To keep the rate of money creation, i.e. the ‘emission schedule’, the same, block rewards were doubled. This just means, after the change, we use $(L - M) >> 19$ instead of $>> 20$ for new blocks. Currently the base block reward is

$$B = \frac{(L - M) >> 19}{10^{12}}$$

7.3.2 Dynamic block weight

It would be nice to mine every new transaction into a block right away. What if someone submits a lot of transactions maliciously? The blockchain, storing every transaction, would quickly grow enormous.

---

16 Bitwise shift right by $n$ bits is equivalent to integer division by $2^n$.
17 Perhaps now it is clear why range proofs (Section 5.5) limit transaction amounts to 64 bits.
18 Monero amounts are stored in atomic-unit format in the blockchain.
19 For an interesting comparison of Monero and Bitcoin’s emission schedules see [19].
One mitigation is a fixed block size (in bytes), so the number of transactions per block is limited. What if honest transaction volume rises? Each transaction author would bid for a spot in new blocks by offering fees to miners. Miners would focus on mining transactions with the highest fees. As transaction volume increases, fees would become prohibitively large for transactions of small amounts (such as Alice buying an apple from Bob). Only people willing to outbid everyone else would get their transactions into the blockchain.\footnote{Bitcoin has a history of overloaded transaction volume. This website (https://bitcoinfees.info/) charts the ridiculous fee levels encountered (up to the equivalent of 358 per transaction at one point).}

Monero avoids those extremes (unlimited vs fixed) with a dynamic block weight.

**Size vs Weight**

Since Bulletproofs were added (v8), transaction and block sizes are no longer considered strictly. The term used now is *transaction weight*. Transaction weight for a miner transaction (see Section 7.3.6), or a normal transaction with two outputs, is equal to the size in bytes. When a normal transaction has more than two outputs the weight is somewhat higher than the size.

Recalling Section 5.5, a Bulletproof occupies \((2 \cdot \lceil \log_2(64 \cdot p) \rceil + 9) \cdot 32\) bytes, so as more outputs are added the additional storage for range proofs is sub-linear. However, Bulletproof verification is linear, so artificially increasing transaction weights ‘prices in’ that extra verification time (it’s called a ‘clawback’).

Suppose we have a transaction with \(p\) outputs, and imagine that if \(p\) isn’t a power of 2 we create enough dummy outputs to fill the gap. We find the difference between the actual Bulletproof size, and the size of all the Bulletproofs if those \(p + \text{‘dummy outputs’}\) had been in 2-out transactions (it’s 0 if \(p = 2\)). We only claw back 80\% of the difference.\footnote{Note that \(\log_2(64 \cdot 2) = 7\), and \(2 \cdot 7 + 9 = 23\).}

\[
\text{transaction\_clawback} = 0.8 \ast \left(\frac{23 \ast (p + \text{num\_dummy\_outs})}{2}\right) \cdot 32 - (2 \cdot \lceil \log_2(64 \cdot p) \rceil + 9) \cdot 32
\]

Therefore the transaction weight is

\[
\text{transaction\_weight} = \text{transaction\_size} + \text{transaction\_clawback}
\]

A block’s weight is equal to the sum of its component transactions’ weights plus the miner transaction’s weight.

**Long term block weight**

If dynamic blocks are allowed to grow at a rapid pace the blockchain can quickly become unmanageable [83]. To mitigate this, maximum block weights are tethered by *long term block weights*. src/cryptonote_basic/cryptonote_format_utils.cpp get_transaction_weight()
Each block has, in addition to its normal weight, a ‘long term weight’ calculated based on the previous block’s effective median long term weight.\textsuperscript{22} A block’s effective median long term weight is related to the median of the most recent 100000 blocks’ long term weights (including its own).\textsuperscript{23,24}

\[
\text{longterm\_block\_weight} = \min\{\text{block\_weight}, 1.4 \times \text{previous\_effective\_longterm\_median}\}
\]
\[
\text{effective\_longterm\_median} = \max\{300\text{kB}, \text{median\_100000blocks\_longterm\_weights}\}
\]

If normal block weights stay large for a long time, then it will take at least 50,000 blocks (about 69 days) for the effective long term median to rise by 40% (that’s how long it takes a given long term weight to become the median).

### Cumulative median weight

Transaction volume can change dramatically in a short period of time, especially around holidays \[128\]. To accommodate this, Monero allows short term flexibility in block weights. To smooth out transient variability, a block’s cumulative median uses the median of the last 100 blocks’ normal block weights (including its own).

\[
\text{cumulative\_weights\_median} = \max\{300\text{kB}, \min\{\max\{300\text{kB}, \text{median\_100blocks\_weights}\}, 50 \times \text{effective\_longterm\_median}\}\}
\]

The next block to be added to the blockchain is constrained in this way:\textsuperscript{25}

\[
\text{max\_next\_block\_weight} = 2 \times \text{cumulative\_weights\_median}
\]

While the maximum block weight can rise up to 100 times the effective median long term weight after a few hundred blocks, it cannot rise more than 40% beyond that over the next 50,000 blocks. Therefore long-term block weight growth is tethered by the long term weights, and in the short term weights may surge above their steady-state values.

### 7.3.3 Block reward penalty

To mine blocks bigger than the cumulative median, miners have to pay a price, or penalty, in the form of reduced block reward. This means there are functionally two zones within the maximum

\textsuperscript{22} Similar to block difficulties, block weights and long term block weights are calculated and stored by blockchain verifiers rather than being included in blockchain data.

\textsuperscript{23} Blocks made before long term weights were implemented have long term weights equal to their normal weights, so there is no concern for us about details surrounding the genesis block or early blocks. A brand new chain could easily make sensible choices.

\textsuperscript{24} In the beginning of Monero the ‘300kB’ term was 20kB, then increased to 60kB in March 2016, (v2 of the protocol) \[14\], and has been 300kB since April 2017 (v5 of the protocol) \[1\]. This non-zero ‘floor’ within the dynamic block weight medians helps transient transaction volume changes when the absolute volume is low, especially in the early stages of Monero adoption.

\textsuperscript{25} The cumulative median replaced ‘M100’ (a similar median term) in protocol v8. Penalties and fees described in the first edition of this report \[33\] used M100.
block weight: the penalty-free zone, and the penalty zone. The median can slowly rise, allowing progressively larger blocks with no penalty.

If the intended block weight is greater than the cumulative median, then, given base block reward $B$, the block reward penalty is

$$P = B \times ((\text{block weight}/\text{cumulative weights median}) - 1)^2$$

The actual block reward is therefore

$$B_{\text{actual}} = B - P$$

$$B_{\text{actual}} = B \times (1 - ((\text{block weight}/\text{cumulative weights median}) - 1)^2)$$

Using the $^2$ operation means penalties are sub-proportional to block weight. A block weight 10% larger than the previous cumulative weights median has just a 1% penalty, 50% larger is 25% penalty, 90% larger is 81% penalty, and so on.  

We can expect miners to create blocks larger than the cumulative median when the fee from adding another transaction is bigger than the penalty incurred.

### 7.3.4 Dynamic minimum fee

To prevent malicious actors from flooding the blockchain with transactions that could be used to pollute ring signatures, and generally bloat it unnecessarily, Monero has a minimum fee per byte of transaction data. Originally this was 0.01 XMR/KiB (added early during protocol v1) [80], then it became 0.002 XMR/KiB in September 2016 (v3).  

In January 2017 (v4), a dynamic fee per KiB algorithm [46, 45, 44, 73] was added, and then along with transaction weight reductions due to Bulletproofs (v8) it changed from per KiB to per byte. The most important feature of the algorithm is that it prevents minimum possible total fees

---

26 Before confidential transactions (RingCT) were implemented (v4), all amounts were communicated in clear text and in some early protocol versions split into chunks (e.g. 1244 → 1000 + 200 + 40 + 4). To reduce miner tx size, the core implementation chopped off the lowest significant digits of block rewards (anything less than 0.0001 Monero; see BASE_REWARD_CLAMP_THRESHOLD) in v2-v3. The extra little bit was not lost, just made available for future block rewards. More generally, since v2 the block reward calculation here is just an upper limit on the real block reward that can be dispersed in a miner tx’s outputs. Also of note, very early transactions’ outputs with cleartext amounts not split into chunks can’t be used in ring signatures in the current implementation, so to spend them they are migrated into chunked, ‘mixable’, outputs, which can then be spent in normal RingCT transactions by creating rings out of other chunks with the same amount. Exact modern protocol rules around these ancient pre-RingCT outputs are not clear.

27 This minimum is enforced by the node consensus protocol, not the blockchain protocol. Most nodes won’t relay a transaction to other nodes if it has a fee below the minimum (at least in part so only transactions likely to be mined by someone are passed along [45]), but they will accept a new block containing that transaction. In particular, this means there is no need to maintain backward compatibility with fee algorithms.

28 The unit KiB (kibibyte, 1 KiB = 1024 bytes) is different from kB (kilobyte, 1 kB = 1000 bytes).

29 The base fee was changed from 0.002 XMR/KiB to 0.0004 XMR/KiB in April 2017 (v5 of the protocol) [1]. The first edition of this report described the original dynamic fee algorithm [33].
from exceeding the block reward (even with small block rewards and large block weights), which is thought to cause instability [98, 47, 59].

The fee algorithm

We base our fee algorithm around a reference transaction [73] of weight 3000 bytes (similar to a basic RCTTypeBulletproof2 2-input, 2-output transaction, which is usually about 2600 bytes) and the fees it would take to offset the penalty when the median is at its minimum (the smallest penalty-free zone, 300kB) [45]. In other words, the penalty induced by a 303kB block weight.

Firstly, the fee $F$ to balance the marginal penalty $MP$ from adding a transaction with weight $TW$ to a block with weight $BW$, is

$$F = MP = B \ast ((BW + TW)/\text{cumulative\_median} - 1)^2 - B \ast ((BW/\text{cumulative\_median} - 1)^2$$

Defining the block weight factor $WF_b = (BW/\text{cumulative\_median} - 1)$, and transaction weight factor $WF_t = (TW/\text{cumulative\_median})$, lets us simplify

$$F = B \ast (2 \ast WF_b \ast WF_t + WF_t^2)$$

Using a block weighing 300kB (with a cumulative median at the default 300kB) and our reference transaction with 3000 bytes,

$$F_{ref} = B \ast (2 \ast 0 \ast WF_t + WF_t^2)$$

$$F_{ref} = B \ast WF_t^2$$

$$F_{ref} = B \ast (\frac{TW_{ref}}{\text{cumulative\_median}_{ref}})^2$$

This fee is spread out over 1% of the penalty zone (3000 out of 300000). We can spread the same fee over 1% of any penalty zone with a generalized reference transaction.

$$\frac{TW_{ref}}{\text{cumulative\_median}_{ref}} = \frac{TW_{general\_ref}}{\text{cumulative\_median}_{general}}$$

$$1 = (\frac{TW_{general\_ref}}{\text{cumulative\_median}_{general}}) \ast (\frac{\text{cumulative\_median}_{ref}}{TW_{ref}})$$

$$F_{general\_ref} = F_{ref}$$

$$F_{general\_ref} = F_{ref} \ast (\frac{TW_{general\_ref}}{\text{cumulative\_median}_{general}}) \ast (\frac{\text{cumulative\_median}_{ref}}{TW_{ref}})$$

$$F_{general\_ref} = B \ast (\frac{TW_{general\_ref}}{\text{cumulative\_median}_{general}}) \ast (\frac{TW_{ref}}{\text{cumulative\_median}_{ref}})$$

---

30 Credit for the concepts in this section largely belongs to Francisco Cabañas (a.k.a. ‘ArticMine’), the architect of Monero’s dynamic block and fee system. See [46, 45, 44].

31 A basic 1-input, 2-output Bitcoin transaction is 250 bytes [26], or 430 bytes for 2-in/2-out.
Now we can scale the fee based on a real transaction weight at a given median, so e.g. if the transaction is 2% of the penalty zone the fee gets doubled.

\[ F_{\text{general}} = F_{\text{general-ref}} \times \frac{TW_{\text{general}}}{TW_{\text{general-ref}}} \]

\[ F_{\text{general}} = B \times \left( \frac{TW_{\text{general}}}{\text{cumulative_median}_{\text{general}}} \right) \times \left( \frac{TW_{\text{ref}}}{\text{cumulative_median}_{\text{ref}}} \right) \]

This rearranges to the default fee per byte, which we have been working toward.

\[ f^{B}_{\text{default}} = F_{\text{general}} / TW_{\text{general}} \]

\[ f^{B}_{\text{default}} = B \times \left( \frac{1}{\text{cumulative_median}_{\text{general}}} \right) \times \left( \frac{3000}{300000} \right) \]

When transaction volume is below the median there is no real reason for fees to be at the reference level [73]. We set the minimum to be \(1/5\)th the default.

\[ f^{B}_{\text{min}} = B \times \left( \frac{1}{\text{cumulative_weights_median}} \right) \times \left( \frac{3000}{300000} \right) \times \left( \frac{1}{5} \right) \]

\[ f^{B}_{\text{min}} = B \times \left( \frac{1}{\text{cumulative_weights_median}} \right) \times 0.002 \]

**The fee median**

It turns out using the cumulative median for fees enables a spam attack. By raising the short term median to its highest value (50 x long term median), an attacker can use minimum fees to maintain high block weights (relative to organic transaction volume) with very low cost.

To avoid this we limit fees for transactions to go in the next block with the smallest median available, which favors higher fees in all cases.\(^{32}\)

\[ \text{smallest_median} = \max\{300kB, \min\{\text{median}_{100\text{blocks}}, \text{effective_longterm_median}\}\} \]

Favoring higher fees during rising transaction volume also facilitates adjusting the short term median and ensuring transactions aren’t left pending, as miners are more likely to mine into the penalty zone.

\(^{32}\) An attacker can spend just enough in fees for the short term median to hit 50*long-term-median. With current (as of this writing) block rewards at 2 XMR, an optimized attacker can increase the short term median by 17\% every 50 blocks, and reach the upper bound after about 1300 blocks (about 43 hours), spending 0.39*2 XMR per block, for a total setup cost of about 1000 XMR (or around 65k USD at current valuations), and then go back to the minimum fee. When the fee median equals the penalty-free zone, then the minimum total fee to fill the penalty-free zone is 0.004 XMR (about 0.26 USD at current valuations). If the fee median equals the long term median, it would in the spam scenario be 1/50th the penalty-free zone. Therefore it would just be 50x the short-median case, for 0.2 XMR per block (13 USD per block). This comes out to 2.88 XMR per day vs 144 XMR per day (for 69 days, until the long term median rises by 40\%) to maintain every block with 50*long-term-median block weight. The 1000 XMR setup cost would be worthwhile in the former case, but not the latter. This will reduce to 300 XMR setup, and 43 XMR maintenance, at the emission tail.
The actual minimum fee is therefore\textsuperscript{33,34}

\[
f_{\text{min-actual}}^B = B \times \left( \frac{1}{\text{smallest\_median}} \right) \times 0.002
\]

**Transaction fees**

As Cabañas said in his insightful presentation on this topic \textsuperscript{45}, “[f]ees tell the miner how deep into the penalty [transaction authors are] willing to pay for, in order to get a transaction mined.” Miners will fill up their blocks by adding transactions in descending order of fee amount \textsuperscript{45} (assuming all transactions have the same weight), so to move into the penalty zone there must be numerous transactions with large fees. This means it is likely the block weight cap can only be reached if total fees are at least about 3-4 times the base block reward (at which point the actual block reward is zero).\textsuperscript{35}

To calculate fees for a transaction, Monero’s core implementation wallet uses ‘priority’ multipliers. A ‘slow’ transaction uses the minimum fee directly, ‘normal’ is the default fee (5x), if all transactions use ‘fast’ (25x) they can reach 2.5% of the penalty zone, and a block with ‘super urgent’ (1000x) transactions can fill 100% of the penalty zone.

One important consequence of dynamic block weights is average total block fees will tend to be of a magnitude lower than, or at least the same as, the block reward (total fees can be expected to equal the base block reward at about 37% of the penalty zone [68.5% of the maximum block weight], when the penalty is 13%). Transactions competing for block space with higher fees leads to a bigger supply of block space, and lower fees.\textsuperscript{36} This feedback mechanism is a strong counter to the renowned ‘selfish miner’ \textsuperscript{59} threat.

### 7.3.5 Emission tail

Let’s suppose a cryptocurrency with fixed maximum supply and dynamic block weight. After a while its block rewards fall to zero. With no more penalty on increasing block weight, miners add any transaction with a non-zero fee to their blocks.

\textsuperscript{33}To check if a given fee is correct, we allow a 2% buffer on $f_{\text{min-actual}}^B$ in case of integer overflow (we must compute fees before tx weights are completely determined). This means the effective minimum fee is $0.98 \times f_{\text{min-actual}}^B$.

\textsuperscript{34}Research to improve minimum fees even further is ongoing. \textsuperscript{131}

\textsuperscript{35}The marginal penalty from the last bytes to fill up a block can be considered a ‘transaction’ comparable to other transactions. In order for a clump of transactions to buy that transaction space from a miner, all its individual transaction fees should be higher than the penalty, since if any one of them is lower then the miner will keep the marginal reward instead. This last marginal reward, assuming a block filled with small transactions, requires at least 4x the base block reward in total fees to be purchased. If transaction weights are maximized (50% of the minimum penalty-free zone, i.e. 150kB) then if the median is minimized (300kB) the last marginal transaction requires at least 3x in total fees.

\textsuperscript{36}As block rewards decline over time, and the median rises due to increased adoption (theoretically), fees should steadily become smaller and smaller. In ‘real purchasing power’ terms, this may be less impactful on transaction costs if the value of Monero\textsuperscript{j} rises due to adoption and economic deflation.
Block weights stabilize around the average rate of transactions submitted to the network, and transaction authors have no compelling reason to use transaction fees above the minimum, which would be zero according to Section 7.3.4.

This introduces an unstable, insecure situation. Miners have little to no incentive to mine new blocks, leading to a fall in network hash rate as returns on investment decline. Block times remain the same as difficulties adjust, but the cost of performing a double-spend attack may become feasible.\textsuperscript{37} If minimum fees are forced to be non-zero then the ‘selfish miner’\textsuperscript{59} threat becomes realistic\textsuperscript{47}.

Monero prevents this by not allowing the block reward to fall below 0.6 XMR (0.3 XMR per minute). When the following condition is met,

\[
0.6 > ((L - M) >> 19)/10^{12} \\
M > L - 0.6 \times 2^{19} \times 10^{12} \\
M/10^{12} > L/10^{12} - 0.6 \times 2^{19} \\
M/10^{12} > 18,132,171.273709551615
\]

the Monero chain will enter a so-called ‘emission tail’, with constant 0.6 XMR (0.3 XMR/minute) block rewards forever after.\textsuperscript{38} This corresponds with about 0.9\% yearly inflation to begin with, steadily declining thereafter.

7.3.6 Miner transaction: RCTTypeNull

A block’s miner has the right to claim ownership of the fees provided in its transactions, and to mint new money in the form of a block reward. The mechanism is a miner transaction (a.k.a. coinbase transaction), which is similar to a normal transaction.\textsuperscript{39}

The output amount(s) of a miner transaction must be no more than the sum of transaction fees and block reward, and are communicated in clear text.\textsuperscript{40} In place of an input, the block’s height is recorded (i.e. “I claim the block reward and fees for the nth block”).

Ownership of the miner output(s) is assigned to a standard one-time address\textsuperscript{41}, with a corresponding transaction public key stored in the extra field. The funds are locked, unspendable, until the

\textsuperscript{37}The case of fixed supply and fixed block weight, as in Bitcoin, is also thought to be unstable.\textsuperscript{47} \textsuperscript{38}The Monero emission tail’s estimated arrival is May 2022\textsuperscript{17}. The money supply limit L will be reached in May 2024, but since coin emission will no longer depend on the supply it will have no effect. Based on Monero’s range proof, it will be impossible to send more money than L in one output, even if someone manages to accumulate more than that (and assuming they have wallet software that can handle that much). \textsuperscript{39}Apparently, at one point miner transactions could be constructed using deprecated transaction format versions, and could include some normal transaction (RingCT) components. The issues were fixed in protocol v12 after this hackerone report was published: [8]. \textsuperscript{40}In the current version miners may claim less than the calculated block reward. The leftovers are pushed back into the emission schedule for future miners. \textsuperscript{41}The miner transaction output can theoretically be sent to a subaddress and/or use multisig and/or an encoded payment ID. We don’t know if any implementations have any of those features.
Since RingCT was implemented in January 2017 (v4 of the protocol) [16], people downloading a new copy of the blockchain compute a commitment to the miner transaction (a.k.a. tx) amount \(a\), as \(C = 1G + aH\), and store it for referral. This allows block miners to spend their miner transaction outputs just like a normal transaction’s outputs, putting them in MLSAG rings with other normal and miner tx outputs.

Blockchain verifiers store each post-RingCT block’s miner tx amount commitment, for 32 bytes each.

### 7.4 Blockchain structure

Monero’s blockchain style is simple.

It starts with a genesis message of some kind (in our case basically a miner transaction dispersing the first block reward), which constitutes the genesis block (see Appendix C). The next block contains a reference to the previous block, in the form of block ID.

A block ID is simply a hash of the block’s header (a list of information about a block), a so-called ‘Merkle root’ that attaches all the block’s transaction IDs (which are hashes of each transaction), and the number of transactions (including the miner transaction).

\[
\text{Block ID} = H_n(\text{Block header, Merkle root, } \#\text{transactions} + 1)
\]

To produce a new block, one must do proof of work hashes by changing a nonce value stored in the block header until the difficulty target condition is met. The proof of work and block ID hash the same information, except use different hash functions. Blocks are mined by, while \((PoW_{output} \ast difficulty) > 2^{256} - 1\), repeatedly changing the nonce and recalculating

\[
PoW_{output} = H_{PoW}(\text{Block header, Merkle root, } \#\text{transactions} + 1)
\]

#### 7.4.1 Transaction ID

Transaction IDs are similar to the message signed by input MLSAG signatures (Section 6.2.2), but include the MLSAG signatures too.

The following information is hashed:

---

42 The miner tx can’t be locked for more or less than 60 blocks. If it is published in the 10th block, its unlock height is 70, and it may be spent in the 70th block or later.

43 +1 accounts for the miner tx.

44 In Monero a typical miner (from https://monerobenchmarks.info/ as of this writing) can do less than 50,000 hashes per second, so less than 6 million hashes per block. This means the nonce variable doesn’t need to be that big. Monero’s nonce is 4 bytes (max 4.3 billion), and it would be strange for any miner to require all the bits.
• TX Prefix = \{transaction era version (e.g. ringCT = 2), inputs \{key offsets, key images\},
outputs \{one-time addresses\}, extra \{transaction public key, encoded payment ID, misc.\}\}\}
• TX Stuff = \{signature type (RCTTypeNull or RCTTypeBulletproof2), transaction fee, pseudo
output commitments for inputs, ecdhInfo (encrypted or cleartext amounts), output commit-
ments\}\}
• Signatures = \{MLSAGs, range proofs\}

In this tree diagram the black arrow indicates a hash of inputs.

\[
\begin{array}{ccc}
\mathcal{H}_n(\text{TX Prefix}) & \mathcal{H}_n(\text{TX Stuff}) & \mathcal{H}_n(\text{Signatures}) \\
\downarrow & \downarrow & \downarrow \\
\text{Transaction ID} & \\
\end{array}
\]

In place of an ‘input’, a miner transaction records the block height of its block. This ensures the
miner transaction’s ID, which is simply a normal transaction ID except with \(\mathcal{H}_n(\text{Signatures}) \rightarrow 0\), is always unique, for simpler ID-searching.

7.4.2 Merkle tree

Some users may want to discard data from their copy of the blockchain. For example, once you
verify a transaction’s range proofs and input signatures, the only reason to keep that signature
information is so users who obtain it from you can verify it for themselves.

To facilitate ‘pruning’ transaction data, and to more generally organize it within a block, we use
a Merkle tree [92], which is just a binary hash tree. Any branch in a Merkle tree can be pruned if
you keep its root hash.\(^{45}\)

An example Merkle tree based on four transactions and a miner transaction is diagrammed in
Figure 7.1.\(^{46}\)

\(^{45}\)The first known pruning method was added in v0.14.1 of the core Monero implementation (March 2019, co-
inciding with protocol v10). After verifying a transaction, full nodes can delete all its signature data (including
Bulletproofs, MLSAGS, and pseudo output commitments) while keeping \(\mathcal{H}_n(\text{Signatures})\) for computing the trans-
action ID. They only do this with \(7/8\)ths of all transactions, so every transaction is fully stored by at least \(1/8\)ths
of the network’s full nodes. This reduces blockchain storage by about \(2/3\)ths. [55]

\(^{46}\)A bug in Monero’s Merkle tree code led to a serious, though apparently non-critical, real-world attack on
September 4\(^{th}\), 2014 [86].
A Merkle root is inherently a reference to all its included transactions.
7.4.3 Blocks

A block is basically a block header and some transactions. Block headers record important information about each block. A block’s transactions can be referenced with their Merkle root. We present here the outline of a block’s content. Our readers can find a real block example in Appendix B.

- **Block header:**
  - **Major version:** Used to track hard forks (changes to the protocol).
  - **Minor version:** Once used for voting, now it just displays the major version again.
  - **Timestamp:** UTC (Coordinated Universal Time) time of the block. Added by miners, timestamps are unverified but they won’t be accepted if lower than the median timestamp of the previous 60 blocks.
  - **Previous block’s ID:** Referencing the previous block, this is the essential feature of a blockchain.
  - **Nonce:** A 4-byte integer that miners change over and over until the PoW hash meets the difficulty target. Block verifiers can easily recalculate the PoW hash.

- **Miner transaction:** Disperses the block reward and transaction fees to the block’s miner.

- **Transaction IDs:** References to non-miner transactions added to the blockchain by this block. Tx IDs can, in combination with the miner tx ID, be used to calculate the Merkle root, and to find the actual transactions wherever they are stored.

In addition to the data in each transaction (Section 6.3), we store the following information:

- Major and minor versions: variable integers $\leq 9$ bytes
- Timestamp: variable integer $\leq 9$ bytes
- Previous block’s ID: 32 bytes
- Nonce: 4 bytes, can extend its effective size with the miner tx extra field’s extra nonce\(^{47}\)
- Miner transaction: 32 bytes for a one-time address, 32 bytes for a transaction public key (+1 byte for its ‘extra’ tag), and variable integers for the unlock time, corresponding block’s height, and amount. After downloading the blockchain, we also need 32 bytes to store an amount commitment $C = 1G + aH$ (only for post-RingCT miner tx amounts).
- Transaction IDs: 32 bytes each

---

\(^{47}\)Within each transaction is an ‘extra’ field which can contain more-or-less arbitrary data. If a miner needs a wider range of nonces than just 4 bytes, they can add or alter data in their miner tx’s extra field to ‘extend’ the nonce size. [81]
Part II

Extensions
Monero Transaction-Related Knowledge Proofs

Monero is a currency, and like any currency its uses are complex. From corporate accounting, to market exchange, to legal arbitration, different interested parties may want to know detailed information about transactions made.

How can you know for sure that money you received came from a specific person? Or prove that you did in fact send a certain output or transaction to someone despite claims to the contrary? Senders and recipients in the Monero public ledger are ambiguous. How can you prove you have a certain amount of money, without compromising your private keys? Amounts in Monero are completely hidden from observers.

We consider several types of transaction assertions, a few of which are implemented in Monero and available with built-in wallet tools. We also outline a framework for auditing the full balance owned by a person or organization, that doesn’t require leaking information about future transactions they might make.

8.1 Transaction proofs in Monero

Monero transaction proofs are in the process of being updated [103]. The currently implemented proofs are all ‘version 1’, and don’t include domain separation. We describe only the most advanced proofs, whether they be currently implemented, slated for implementation in future releases [104], or hypothetical proofs that may or may not get implemented (Sections 8.1.5 [130], and 8.2.1).
8.1.1 Multi-base Monero transaction proofs

There are a few details to be aware of going forward. Most Monero transaction proofs involve multi-base proofs (recall Section 3.1). Wherever relevant, the domain separator is $T_{txprf2} = H_n(“TXPROOF,V2”).$ The message being signed is usually (unless otherwise specified) $m = H_n(tx_hash, message)$, where $tx_hash$ is the relevant transaction’s ID (Section 7.4.1), and $message$ is an optional message that provers or third parties can provide to make sure the prover actually makes a proof and hasn’t stolen it.

Proofs are encoded in base-58, a binary-to-text encoding scheme first introduced for Bitcoin [28]. Verifying these proofs always involves first decoding them from base-58 back to binary. Note that verifiers also need access to the blockchain, so they can use transaction ID references to get information like one-time addresses.²

The structure of key prefixing in proofs is somewhat lopsided, due in part to accumulating updates that haven’t reorganized it. Challenges for 2-base ‘version 2’ proofs are assembled with this format, where if ‘base key 1’ is $G$ then its position in the challenge is filled with 32 zero bytes,

$c = H_n(m, public key 2, proof part 1, proof part 2, T_{txprf2}, public key 1, base key 2, base key 1)$

8.1.2 Prove creation of a transaction input (SpendProofV1)

Suppose we made a transaction, and want to prove it. Clearly, by remaking a transaction input’s signature on a new message, any verifier would have no choice but to conclude we made the original. Remaking all of a transaction’s inputs’ signatures means we must have made the entire transaction (recall Section 6.2.2), or at the very least fully funded it.³

A so-called ‘SpendProof’ contains remade signatures for all of a transaction’s inputs. Importantly, SpendProof ring signatures re-use the original ring members to avoid identifying the true signer via ring intersections.

SpendProofs are implemented in Monero, and to encode one for transmission to verifiers, the prover concatenates the prefix string “SpendProofV1” with the list of signatures. Note that the prefix string is not in base-58 and doesn’t need to be encoded/decoded, since its purpose is human readability.

The SpendProof

SpendProofs unexpectedly don’t use MLSAGs, but rather Monero’s original ring signature scheme that was used in the very first transaction protocol (pre-RingCT) [136].

---

¹ Just like in Section 3.6, hash functions should be domain separated by prefixing them with tags. The current Monero transaction proofs implementation has no domain separation, so all the tags in this chapter are in features not yet implemented.

² Transaction IDs are usually communicated separately from proofs.

³ As we will see in Chapter 11, someone who made one input signature didn’t necessarily make all input signatures.
1. Calculate key image $\bar{K} = k^{o_\pi}H_p(K^o_{\pi})$.

2. Generate random number $\alpha \in \mathbb{R}Z_l$ and random numbers $c_i, r_i \in \mathbb{R}Z_l$ for $i \in \{1, 2, ..., n\}$ but excluding $i = \pi$.

3. Compute $c_{\text{tot}} = \mathcal{H}_n(m, [r_1G + c_1K^o_1], [r_1H_p(K^o_1) + c_1\bar{K}], ..., [\alpha G], [\alpha H_p(K^o_\pi)], ..., \text{etc.})$.

4. Define the real challenge $c_{\pi} = c_{\text{tot}} - \sum_{i=1, i \neq \pi}^{n} c_i$.

5. Define $r_{\pi} = \alpha - c_{\pi} * k^{o_\pi}$ (mod $l$).

The signature is $\sigma = (c_1, r_1, c_2, r_2, ..., c_n, r_n)$.

**Verification**

To verify a SpendProof on a given transaction, the verifier confirms that all ring signatures are valid using information found in the relevant reference transaction (e.g. key images, and output offsets for getting one-time addresses from other transactions).

1. Compute $c_{\text{tot}} = \mathcal{H}_n(m, [r_1G + c_1K^o_1], [r_1H_p(K^o_1) + c_1\bar{K}], ..., [r_nG + c_nK^o_n], [r_nH_p(K^o_n) + c_n\bar{K}])$.

2. Check that $c_{\text{tot}} \equiv \sum_{i=1}^{n} c_i$.

**Why it works**

Note how this scheme is the same as bLSAG (Section 3.4) when there is only one ring member. To add a fake member, instead of passing the challenge $c_{\pi+1}$ into a new challenge hash, the member gets added into the original hash. Since the following equation $c_s = c_{\text{tot}} - \sum_{i=1, i \neq s}^{n} c_i$ trivially holds for any index $s$, a verifier will have no way to identify the real challenge. Moreover, without knowledge of $k^{o_\pi}$ the prover would never have been able to define $r_{\pi}$ properly (except with negligible probability).
8.1.3 Prove creation of a transaction output (OutProofV2)

Now suppose we sent someone money (an output) and want to prove it. Transaction outputs contain at heart three components: the recipient’s address, the amount sent, and the transaction private key. Amounts are encoded, so we only really need the address and transaction private key to get started. Anyone who deletes or loses their transaction private key will be unable to make an OutProof, so in that sense OutProofs are the least reliable of all Monero transaction proofs.4

Our task here is to show the one-time address was made from the recipient’s address, and allow verifiers to reconstruct the output commitment. We do so by providing the sender-receiver shared secret \( rK^v \), then proving we created it and that it corresponds with the transaction public key and recipient’s address by signing a 2-base signature (Section 3.1) on the base keys \( G \) and \( K^v \). Verifiers can use the shared secret to check the recipient (Section 4.2), decode the amount (Section 5.3), and reconstruct the output commitment (Section 5.3). We provide details for both normal addresses and subaddresses.

The OutProof

To generate a proof for an output directed to an address \((K^v, K^s)\) or subaddress \((K^{v,i}, K^{s,i})\), with transaction private key \(r\), where the sender-receiver shared secret is \(rK^v\), recall that the transaction public key stored in transaction data is either \(rG\) or \(rK^{s,i}\) depending on whether or not the recipient is a subaddress (Section 4.3).

1. Generate random number \(\alpha \in R \mathbb{Z}_l\), and compute
   
   (a) **Normal address**: \(\alpha G\) and \(\alpha K^v\)
   
   (b) **Subaddress**: \(\alpha K^{s,i}\) and \(\alpha K^{v,i}\)

2. Calculate the challenge
   
   (a) **Normal address**:\(^5\)
   \[
   c = H_n(m, [rK^v], [\alpha G], [\alpha K^s], [T_{txpf2}], [rG], [K^v], [0])
   \]
   
   (b) **Subaddress**:\(^5\)
   \[
   c = H_n(m, [rK^{v,i}], [\alpha K^{s,i}], [\alpha K^{v,i}], [T_{txpf2}], [rK^{s,i}], [K^{v,i}], [K^{s,i}])
   \]

3. Define the response\(^6\) \(r^{resp} = \alpha - c \ast r\).

4. The signature is \(\sigma_{outproof} = (c, r^{resp})\).

---

4 We can think of an ‘OutProof’ as showing an output is ‘outgoing’ from the prover. The corresponding ‘InProofs’ (Section 8.1.4) show outputs that are ‘incoming’ to the prover’s address.

5 Here the ‘0’ value is a 32-byte encoding of zero bytes.

6 Due to the limited number of available symbols, we unfortunately used \(r\) for both responses and the transaction private key. Superscript ‘resp’ for ‘response’ will be used to differentiate the two when necessary.
A prover can generate a bunch of OutProofs, and send them all together to a verifier. He concatenates prefix string “OutProofV2” with a list of proofs, where each item (encoded in base-58) consists of the sender-receiver shared secret $rK^v$ (or $rK^{v,i}$ for a subaddress), and its corresponding $\sigma_{\text{outproof}}$. We assume the verifier knows the appropriate address for each proof.

Verification

1. Calculate the challenge
   
   (a) Normal address:
   
   $$c' = H_n(m, [rK^v], [r^{\text{exp}}G + c * rG], [r^{\text{exp}}K^v + c * rK^v], [T_{\text{txprf}2}], [rG], [K^v], [0])$$

   (b) Subaddress:
   
   $$c' = H_n(m, [rK^{v,i}], [r^{\text{exp}}K^{s,i} + c * rK^{s,i}], [r^{\text{exp}}K^{v,i} + c * rK^{v,i}], [T_{\text{txprf}2}], [rK^{s,i}], [K^{v,i}], [K^{s,i}])$$

2. If $c = c'$ then the prover knows $r$, and $rK^v$ is legitimately a shared secret between $rG$ and $K^v$ (except with negligible probability).

3. The verifier should check the recipient’s address provided can be used to make a one-time address from the relevant transaction (it’s the same computation for normal addresses and subaddresses)

   $$K^s \overset{?}{=} K^o_t - H_n(rK^v, t)$$

4. They should also decode the output amount $b_t$, compute the output mask $y_t$, and try to reconstruct the corresponding output commitment\(^7\)

   $$C^{b_t}_t \overset{?}{=} y_tG + b_tH$$

8.1.4 Prove ownership of an output (InProofV2)

An OutProof shows the prover sent an output to an address, while an InProof shows an output was received to a certain address. It is essentially the other ‘side’ of the sender-receiver shared secret $rK^v$. This time the prover proves knowledge of $k^o$ in $K^v$, and that in combination with the transaction public key $rG$ the shared secret $k^o * rG$ appears.

Once a verifier has $rK^v$, they can check if the corresponding one-time address is owned by the prover’s address with $K^a - H_n(k^o * rG, t) * G \overset{?}{=} K^a$ (Section 4.2.1). By making an InProof for all transaction public keys on the blockchain, a prover will reveal all his owned outputs.

\(^7\)A valid OutProof signature doesn’t necessarily mean the recipient considered is the real recipient. A malicious prover could generate a random view key $K^v$, compute $K^{a,v} = K^a - H_n(rK^{a,v}, t) * G$, and provide $(K^{a,v}, K^{a,v})$ as the nominal recipient. By recalculating the output commitment, verifiers can be more confident the recipient address in question is legitimate. However, a prover and recipient could collaborate to encode the output commitment using $K^{a,v}$, while the one-time address uses $(K^v, K^v)$. Since the recipient would need to know the private key $k^{a,v}$ (assuming the output amount is still meant to be spendable), there is questionable utility to that level of deception. Why wouldn’t the recipient just use $(K^{a,v}, K^{a,v})$ (or some other single-use address) for the entire output? Since the computation of $C^{b_t}_t$ is related to the recipient, we consider the described OutProof verification process adequate. In other words, the prover can’t use it to deceive verifiers without coordinating with the recipient.
Giving the view key directly to a verifier would have the same effect, but once they have that key the verifier would be able to identify ownership of outputs to be created in the future. With InProofs the prover is able to retain control of his private keys, at the cost of the time it takes to prove (and then verify) each output is owned or unowned.

The InProof

An InProof is constructed the same way as an OutProof, except the base keys are now $J = \{ G, rG \}$, the public keys are $K = \{ K^v, rK^v \}$, and the signing key is $k^v$ instead of $r$. We will show just the verification step to clarify our meaning. Note that the order of key prefixing changes ($rG$ and $K^v$ swap places) to coincide with the different role each key has.

A multitude of InProofs, related to many outputs owned by the same address, can be sent together to the verifier. They are prefixed with the string “InProofV2”, and each item (encoded in base-58) contains the sender-receiver shared secret $rK^v$ (or $rK^v,s,i$), and its corresponding $\sigma^{inproof}$.

Verification

1. Calculate the challenge

   (a) Normal address:
   
   $$c' = H_n(m, [rK^v], [r^{esp}G + c \cdot K^v], [r^{esp} \cdot rG + c \cdot k^v \cdot rG], [T_{txprf2}], [K^v], [rG], [0])$$

   (b) Subaddress:
   
   $$c' = H_n(m, [rK^v,i], [r^{esp}K^s,i + c \cdot rK^v,i], [r^{esp} \cdot rK^s,i + c \cdot k^v \cdot rK^s,i], [T_{txprf2}], [K^v,i], [rK^s,i], [K^s,i])$$

2. If $c = c'$ then the prover knows $k^v$, and $k^v \cdot rG$ is legitimately a shared secret between $K^v$ and $rG$ (except with negligible probability).

Prove ‘full’ ownership with the one-time address key

While an InProof shows a one-time address was constructed with a specific address (except with negligible probability), it doesn’t necessarily mean the prover can spend that output. Only those who can spend an output actually own it.

Proving ownership, once an InProof is complete, is as simple as signing a message with the spend key.\(^8\)

\(^8\) The ability to provide such a signature directly does not seem to be available in Monero, although as we will see ReserveProofs (Section 8.1.6) do include them.
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8.1.5 Prove an owned output was not spent in a transaction (UnspentProof)

It would seem like proving an output is spent or unspent is as simple as recreating its key image
with a multi-base proof on $J = \{G, H_p(K_o)\}$ and $K = \{K_o, \tilde{K}\}$. While this does obviously work,
verifiers must learn the key image, which also reveals when an unspent output is spent in the future.

It turns out we can prove an output wasn’t spent in a specific transaction without revealing the key
image. Moreover, we can prove it is currently unspent full stop, by extending this UnspentProof
[130] to ‘all the transactions where it was included as a ring member’.9

More specifically, our UnspentProof says that a given key image from a transaction on the
blockchain does, or does not, correspond with a specific one-time address from its corresponding ring. Incidentally, as we will see, UnspentProofs go hand-in-hand with InProofs.

Setting up an UnspentProof

The verifier of an UnspentProof must know $rK_v$, the sender-receiver shared secret for a given
owned output with one-time address $K_o$ and transaction public key $rG$. He either knows the view
key $k_v$, which allowed him to calculate $k_v * rG$ and check $K_o - H_n(k_v * rG, t) * G \neq \hat{K}$ so he knows
the output being tested belongs to the prover (recall Section 4.2), or the prover provided $rK_v$.
This is where InProofs come in, since with an InProof the verifier can be assured $rK_v$ legitimately
came from the prover’s view key, and corresponds with an owned output, without learning the
private view key.

Before verifying an UnspentProof, the verifier will learn the key image to be tested $\tilde{K}_?$, and checks
that its corresponding ring includes the prover’s owned output’s one-time address $K_o$. He then
calculates the partial ‘spend’ image $\tilde{K}_s$.

$$\tilde{K}_s = \tilde{K}_? - H_n(rK_v, t) * H_p(K_o)$$

If the tested key image was created from $K_o$ then the resultant point will be $\tilde{K}_s = k_s * H_p(K_o)$.

The UnspentProof

Our prover creates two multi-base proofs (recall Section 3.1). His address, which owns the output
in question, is $(K_v, K_s)$ or $(K_v^i, K_s^i)$.10

1. A 3-base proof, where the signing key is $k_s$, and

$$J_3^{\text{unspent}} = \{[G], [K_s], [\tilde{K}_s]\}$$
$$K_3^{\text{unspent}} = \{[K_s], [k_s * K_s], [k_s * \tilde{K}_s]\}$$

9 UnspentProofs have not been implemented in Monero.

10 UnspentProofs are made the same way for subaddresses and normal addresses. The full spend key of a subad-
dress is required, e.g. $k_s^i = k_s + H_n(k_v^i, i)$ (Section 4.3).
2. A 2-base proof, where the signing key is $k^s \cdot k^s$, and

$$\mathcal{J}_2^{\text{unspent}} = \{[G], [\mathcal{H}_p(K^\circ)]\}$$

$$\mathcal{K}_2^{\text{unspent}} = \{[k^s \cdot K^s], [k^s \cdot k^s \cdot \mathcal{H}_p(K^\circ)]\}$$

Along with proofs $\sigma_3^{\text{unspent}}$ and $\sigma_2^{\text{unspent}}$, the prover makes sure to communicate the public keys $k^s \cdot K^s$, $k^s \cdot  \tilde{K}^s$, and $k^s \cdot k^s \cdot \mathcal{H}_p(K^\circ)$.

**Verification**

1. Confirm $\sigma_3^{\text{unspent}}$ and $\sigma_2^{\text{unspent}}$ are legitimate.

2. Make sure the same public key $k^s \cdot K^s$ was used in both proofs.

3. Check whether $k^s \cdot \tilde{K}^s$ and $k^s \cdot k^s \cdot \mathcal{H}_p(K^\circ)$ are the same. If they are, the output is spent, and if not it is unspent (except with negligible probability).

**Why it works**

This seemingly roundabout approach prevents the verifier from learning $k^s \cdot \mathcal{H}_p(K^\circ)$ for an unspent output, which he could use in combination with $rK^v$ to compute its real key image, while leaving him confident the tested key image doesn’t correspond to that output.

Proof $\sigma_2^{\text{unspent}}$ can be reused for any number of UnspentProofs involving the same output, although if it actually was spent then only one is really necessary (i.e. UnspentProofs can also be used to demonstrate an output is spent). Performing UnspentProofs on all ring signatures where a given unspent output was referenced should not be computationally expensive. An output is only likely, over time, to be included as decoys in on the order of 11 (current ring size) different rings.

**8.1.6 Prove an address has a minimum unspent balance (ReserveProofV2)**

Despite the privacy leak of revealing an output’s key image when it isn’t spent yet, it’s still a somewhat useful method and was implemented in Monero [126] before UnspentProofs were invented [130]. Monero’s so-called ‘ReserveProof’ src/wallet/wallet2.cpp is used to prove an address owns a minimum amount of money by creating key images for some unspent outputs.

More specifically, given a minimum balance, the prover finds enough unspent outputs to cover it, demonstrates ownership with InProofs, makes key images for them and proves they are legitimately based on those outputs with 2-base proofs (using a different key prefixing format), and then proves knowledge of the private spend keys used with normal Schnorr signatures (there may be more than one if some outputs are owned by different subaddresses). A verifier can check that the key images have not appeared on the blockchain, and hence their outputs must be unspent.
The ReserveProof

All the sub-proofs within a ReserveProof sign a different message than other proofs (e.g. OutProofs, InProofs, or SpendProofs). This time it is \( m = H_n(\text{message, address, } \tilde{K}_1, ..., \tilde{K}_n) \), where \( \text{address} \) is the encoded form (see [5]) of the prover’s normal address \((K^v, K^s)\), and the key images correspond with unspent outputs to be included in the proof.

1. Each output has an InProof, which shows the prover’s address (or one of his subaddresses) owns the output.

2. Each output’s key image is signed with a 2-base proof, where the challenge is formatted like this
   \[
   c = H_n(m, [rG + c * K^o], [rH_p(K^o) + c * \tilde{K}])
   \]

3. Each address (and subaddress) that owns at least one output has a normal Schnorr signature (Section 2.3.5), and the challenge looks like (it’s the same for normal addresses and subaddresses)
   \[
   c = H_n(m, K^{s,i}, [rG + c * K^{s,i}])
   \]

To send a ReserveProof to someone else, the prover concatenates prefix string “ReserveProofV2” with two lists encoded in base-58 (e.g. “ReserveProofV2, list 1, list 2”). Each item in list 1 is related to a specific output and contains its transaction hash (Section 7.4.1), output index in that transaction (Section 4.2.1), the relevant shared secret \( rK^v \), its key image, its InProof \( \sigma_{\text{inproof}} \), and its key image proof. List 2 items are the addresses that own those outputs along with their Schnorr signatures.

Verification

1. Check the ReserveProof key images have not appeared in the blockchain.
2. Verify the InProof for each output, and that one of the provided addresses owns each one.
3. Verify the 2-base key image signatures.
4. Use the sender-receiver shared secrets to decode the output amounts (Section 5.3).
5. Check each address’s signature.

If everything is legitimate, then the prover must own, unspent, at least the total amount contained in the ReserveProof’s outputs (except with negligible probability).\(^{11}\)

\(^{11}\)ReserveProofs, while demonstrating full ownership of funds, do not include proofs that given subaddresses actually correspond with the prover’s normal address.
8.2 Monero audit framework

In the USA most companies undergo yearly audits of their financial statements [129], which include the income statement, balance sheet, and cash flow statement. Of these the former two involve in large part a company’s internal record-keeping, while the last involves every transaction that affects how much money the company currently has. Cryptocurrencies are digital cash, so any audit of a cryptocurrency user’s cash flow statement must relate to transactions stored on the blockchain.

The first task of an audited person is to identify all the outputs they currently own (spent and unspent). This can be one with InProofs using all of their addresses. A large business may have a multitude of subaddresses, especially retailers operating in online marketplaces (see Chapter 10). Creating InProofs on all transactions for every single subaddress may result in enormous computational and storage requirements for both provers and verifiers.

Instead, we can make InProofs for just the prover’s normal addresses (on all transactions). The auditor uses those sender-receiver shared secrets to check if any outputs are owned by the prover’s main address or its related subaddresses. Recalling Section 4.3, a user’s view key is enough to identify all outputs owned by an address’s subaddresses.

To ensure the prover is not hoodwinking an auditor by hiding the normal address for some of his subaddresses, he also must prove all subaddresses correspond with one of his known normal addresses.

8.2.1 Prove an address and subaddress correspond (SubaddressProof)

SubaddressProofs show that a normal address’s view key can be used to identify outputs owned by a given subaddress.\(^\text{12}\)

**The SubaddressProof**

SubaddressProofs can be made in much the same way as OutProofs and InProofs. Here the base keys are \( J = \{ G, K^s,i \} \), public keys are \( K = \{ K^v, K^{v,i} \} \), and signing key is \( k^v \). Again, we show just the verification step to clarify our meaning.

**Verification**

A verifier knows the prover’s address \( (K^v, K^s) \), subaddress \( (K^{v,i}, K^{s,i}) \), and has the SubaddressProof \( \sigma_{\text{subproof}} = (c, r) \).

\(^{12}\) SubaddressProofs have not been implemented in Monero.
1. Calculate the challenge
\[ c' = H_n(m, [K^{v,i}], [rG + c \cdot K^v], [rK^{s,i} + c \cdot K^{v,i}], [T_{txprf2}], [K^v], [K^{s,i}], [0]) \]

2. If \( c = c' \) then the prover knows \( K^v \) for \( K^v \), and \( K^{s,i} \) in combination with that view key makes \( K^{v,i} \) (except with negligible probability).

8.2.2 The audit framework

Now we are prepared to learn as much as possible about a person’s transaction history.\(^\text{13}\)

1. The prover gathers a list of all his accounts, where each account consists of a normal address and various subaddresses. He makes SubaddressProofs for all subaddresses. Much like ReserveProofs, he also makes a signature with the spend key of each address and subaddress, demonstrating he has spend-rights over all outputs owned by those addresses.

2. The prover generates, for each of his normal addresses, InProofs on all transactions (e.g. all transaction public keys) in the blockchain. This reveals to the auditor all outputs owned by the prover’s addresses since they can check all one-time addresses with the sender-receiver shared secrets. They can be sure outputs owned by subaddresses will be identified, because of the SubaddressProofs.\(^\text{14}\)

3. The prover generates, for each of his owned outputs, UnspentProofs on all transaction inputs where they appear as ring members. Now the auditor will know the prover’s balance, and can further investigate spent outputs.\(^\text{15}\)

4. Optional: The prover generates, for each transaction where he spent an output, an OutProof to show the auditor the recipient and amount. This step is only possible for transactions where the prover saved the transaction private key(s).

Importantly, a prover has no way to show the origin of funds directly. His only recourse is to request a set of proofs from people sending him money.

1. For a transaction sending money to the prover, its author makes a SpendProof demonstrating they actually sent it.

2. The prover’s funder also makes a signature with an identifying public key, for example the spend key of their normal address. Both the SpendProof and this signature should sign a message containing that identifying public key, to ensure the SpendProof wasn’t stolen or in fact made by someone else.

\(^\text{13}\)This audit framework is not completely available in Monero. SubaddressProofs and UnspentProofs are not implemented, InProofs are not prepared for the optimization related to subaddresses that we explained, and there is no real structure to easily get or organize all the necessary information for both provers and verifiers.

\(^\text{14}\)This step can also be completed by providing the private view keys, although it has obvious privacy implications.

\(^\text{15}\)Alternatively, he could make ReserveProofs for all owned outputs. Again, revealing the key images of unspent outputs has obvious privacy implications.
Multisignatures in Monero

Cryptocurrency transactions are not reversible. If someone steals private keys or succeeds in a scam, the money lost could be gone forever. Dividing signing power between people can weaken the potential danger of a miscreant.

Say you deposit money into a joint account with a security company that monitors for suspicious activity related to your account. Transactions can only be signed if both you and the company cooperate. If someone steals your keys, you can notify the company there is a problem and the company will stop signing transactions for your account. This is usually called an ‘escrow’ service.¹

Cryptocurrencies use a ‘multisignature’ technique to achieve collaborative signing with so-called ‘M-of-N multisig’. In M-of-N, N people cooperate to make a joint key, and only M people (M ≤ N) are needed to sign with that key. We begin this chapter by introducing the basics of N-of-N multisig, progress into N-of-N Monero multisig, generalize for M-of-N multisig, and then explain how to nest multisig keys inside other multisig keys.

In this chapter we focus on how we feel multisig should be done, based on the recommendations in [111], and various observations about efficient implementation. We try to point out in footnotes where the current implementation deviates from what is described.² Our contributions are detailing M-of-N multisig, and a novel approach to nesting multisig keys.

¹ Multisignatures have a diversity of applications, from corporate accounts to newspaper subscriptions to online marketplaces.
² As of this writing we are aware of three multisig implementations. First is a very basic manual process using the CLI (command line interface) [114]. Second is the truly excellent MMS (Multisig Messaging System) which enables
9.1 Communicating with co-signers

Building joint keys and joint transactions requires communicating secret information between people who could be located all around the globe. To keep that information secure from observers, co-signers need to encrypt the messages they send each other.

Diffie-Hellman exchange (ECDH) is a very simple way to encrypt messages using elliptic curve cryptography. We already mentioned this in Section 5.3, where Monero output amounts are communicated to recipients via the shared secret $rK^v$. It looked like this:

$$amount_t = b_t \oplus _8 \mathcal{H}_n(\text{“amount”}, \mathcal{H}_n(rK^v_B, t))$$

We could easily extend this to any message. First encode the message as a series of bits, then break it into chunks equal in size to the output of $\mathcal{H}_n$. Generate a random number $r \in \mathbb{Z}_t$ and perform a Diffie-Hellman exchange on all the message chunks using the recipient’s public key $K$. Send those encrypted chunks along with the public key $rG$ to the intended recipient, who can then decrypt the message with the shared secret $krG$. Message senders should also create a signature on their encrypted message (or just the encrypted message’s hash for simplicity) so receivers can confirm messages weren’t tampered with (a signature is only verifiable on the correct message $m$).

Since encryption is not essential to the operation of a cryptocurrency like Monero, we do not feel it necessary to go into more detail. Curious readers can look at this excellent conceptual overview [4], or see a technical description of the popular AES encryption scheme here [23]. Also, Dr. Bernstein developed an encryption scheme known as ChaCha [37, 100], which the primary Monero implementation uses to encrypt certain sensitive information related to users’ wallets (such as key images for owned outputs).

9.2 Key aggregation for addresses

9.2.1 Naive approach

Let’s say $N$ people want to create a group multisignature address, which we denote $(K^v_{grp}, K^s_{grp})$. Funds can be sent to that address just like any normal address, but, as we will see later, to spend those funds all $N$ people have to work together to sign transactions.

Since all $N$ participants should be able to view funds received by the group address, we can let everyone know the group view key $k^v_{grp}$ (recall Sections 4.1 and 4.2). To give all participants equal power, the view key can be a sum of view key components that all participants send each

secure, highly automated multisig via the CLI [115, 116]. Third is the commercially available ‘Exa Wallet’, which has initial release code available on their Github repository at https://github.com/exantech (it does not appear up to date with current release version). All three of these rely on the same fundamental core team’s codebase, which essentially means only one implementation exists.
other securely. For participant $e \in \{1, ..., N\}$, his base view key component is $k_{e,\text{base}}^v \in \mathbb{Z}_l$, and all participants can compute the group private view key

$$k_{\text{grp}}^v = \sum_{e=1}^{N} k_{e,\text{base}}^v$$

In a similar fashion, the group spend key $K_{\text{grp}}^s = k_{\text{grp}}^s G$ could be a sum of private spend key base components. However, if someone knows all the private spend key components then they know the total private spend key. Add in the private view key and he can sign transactions on his own. It wouldn’t be multisignature, just a plain old signature.

Instead, we get the same effect if the group spend key is a sum of public spend keys. Say the participants have base public spend keys $K_{e,\text{base}}^s$ which they send each other securely. Now let them each compute

$$K_{\text{grp}}^s = \sum_{e} K_{e,\text{base}}^s$$

Clearly this is the same as

$$K_{\text{grp}}^s = (\sum_{e} k_{e,\text{base}}^s) \ast G$$

9.2.2 Drawbacks to the naive approach

Using a sum of public spend keys is intuitive and seemingly straightforward, but leads to a couple issues.

Key aggregation test

An outside adversary who knows all the base public spend keys $K_{e,\text{base}}^s$ can trivially test a given public address $(K^v, K^s)$ for key aggregation by computing $K_{\text{grp}}^s = \sum_{e} K_{e,\text{base}}^s$ and checking $K^s \approx K_{\text{grp}}^s$. This ties in with a broader requirement that aggregated keys be indistinguishable from normal keys, so observers can’t gain any insight into users’ activities based on the kind of address they publish.\(^3\)

We can get around this by creating new base spend keys for each multisignature address, or by masking old keys. The former case is easy, but may be inconvenient.

The second case proceeds like this: given participant $e$’s old key pair $(K^v_e, K^s_e)$ with private keys $(k_{e}^v, k_{e}^s)$ and random masks $\mu_{e}^v, \mu_{e}^s$,\(^4\) let his new base private key components for the group address

\(^3\)If at least one honest participant uses components selected randomly from a uniform distribution, then keys aggregated by a simple sum are indistinguishable [122] from normal keys.

\(^4\)The random masks could easily be derived from some password. For example, $\mu^v = H_n(\text{password})$ and $\mu^s = H_n(\mu^v)$. Or, as is done in Monero, mask the spend and view keys with a string e.g. $\mu^s = \text{“Multisig”}$. This implies Monero only supports one multisig base spend key per normal address, although in reality making a wallet multisig causes users to lose access to the original wallet [114]. Users must make a new wallet with their normal address to access its funds, assuming the multisig wasn’t made from a brand new normal address.
be
\[ k_v^{*,\text{base}} = H_n(k_v^v, \mu_v^v) \]
\[ k_s^{*,\text{base}} = H_n(k_s^s, \mu_s^s) \]

If participants don’t want observers to gather the new keys and test for key aggregation, they would have to communicate their new key components to each other securely.\(^5\)

If key aggregation tests are not a concern, they could publish their public key base components \((K_v^{*,\text{base}}, K_s^{*,\text{base}})\) as normal addresses. Any third party could then compute the group address from those individual addresses and send funds to it, without interacting with any of the joint recipients [90].

### Key cancellation

If the group spend key is a sum of public keys, a dishonest participant who learns his collaborators’ spend key base components ahead of time can cancel them.

For example, say Alice and Bob want to make a group address. Alice, in good faith, tells Bob her key components \((k_v^{*,\text{base}}, K_s^{*,\text{base}})\). Bob privately makes his key components \((k_v^{*,\text{base}}, K_s^{*,\text{base}})\) but doesn’t tell Alice right away. Instead, he computes \(K_B^{*,\text{base}} = K_s^{*,\text{base}} - K_s^{*,\text{base}}\) and tells Alice \((k_v^{*,\text{base}}, K_B^{*,\text{base}})\). The group address is:

\[
K_v^{*,\text{grp}} = (k_A^{*,\text{base}} + k_B^{*,\text{base}})G
= k_v^{*,\text{grp}}G
\]
\[
K_s^{*,\text{grp}} = K_A^{*,\text{base}} + K_B^{*,\text{base}}
= K_A^{*,\text{base}} + (K_B^{*,\text{base}} - K_A^{*,\text{base}})
= K_B^{*,\text{base}}
\]

This leaves a group address \((k_v^{*,\text{grp}}G, K_B^{*,\text{base}})\) where Alice knows the private group view key, and Bob knows both the private view key and private spend key! Bob can sign transactions on his own, fooling Alice, who might believe funds sent to the address can only be spent with her permission.

We could solve this issue by requiring each participant, before aggregating keys, to make a signature proving they know the private key to their spend key component [109].\(^6\) This is inconvenient and vulnerable to implementation mistakes. Fortunately a solid alternative is available.

### 9.2.3 Robust key aggregation

To easily resist key cancellation we make a small change to spend key aggregation (leaving view key aggregation the same). Let the set of N signers’ base spend key components be \(S^{*,\text{base}} =\)

---

\(^5\) As we will see in Section 9.6, key aggregation does not work on M-of-N multisig when M < N due to the presence of shared secrets.

\(^6\) Monero’s current (and first) iteration of multisig, made available in April 2018 [62] (with M-of-N integration following in October 2018 [11]), used this naive key aggregation, and required users sign their spend key components.
\{K_{1}^{s,base}, \ldots, K_{N}^{s,base}\}, ordered according to some convention (such as smallest to largest numerically, i.e. lexicographically).\footnote{\textit{S}^{\text{base}} \text{ needs to be ordered consistently so participants can be sure they are all hashing the same thing.}} \text{The robust aggregated spend key is} \[ K^{s,grp} = \sum_{e} H_{n}(T_{agg}, S^{\text{base}}, K_{e}^{s,base})K_{e}^{s,base} \]

Now if Bob tries to cancel Alice’s spend key, he gets stuck with a very difficult problem.

\[ K^{s,grp} = H_{n}(T_{agg}, S, K_{A}^{s})K_{A}^{s} + H_{n}(T_{agg}, S, K_{B}^{r})K_{B}^{r} \]

\[ = H_{n}(T_{agg}, S, K_{A}^{s})K_{A}^{s} + H_{n}(T_{agg}, S, K_{B}^{r})K_{B}^{r} - H_{n}(T_{agg}, S, K_{B}^{r})K_{A}^{s} \]

\[ = [H_{n}(T_{agg}, S, K_{A}^{s}) - H_{n}(T_{agg}, S, K_{B}^{r})]K_{A}^{s} + H_{n}(T_{agg}, S, K_{B}^{r})K_{B}^{r} \]

We leave Bob’s frustration to the reader’s imagination.

Just like with the naive approach, any third party who knows \(S^{\text{base}}\) and the corresponding public view keys can compute the group address.

Since participants don’t need to prove they know their private spend keys, or really interact at all before signing transactions, our robust key aggregation meets the so-called \textit{plain public-key model}, where “the only requirement is that each potential signer has a public key”\footnote{Recalling Section 3.6, hash functions should be domain separated by prefixing them with tags, e.g. \(T_{agg} = \text{“Multisig.Aggregation”}\). We leave tags out for examples like the next section’s Schnorr signatures.}.

\textbf{Functions \textit{premerge} and \textit{merge}}

More formally, and for the sake of clarity going forward, we can say there is an operation \textit{premerge} which takes in a set of base keys \(S^{\text{base}}\), and outputs a set of aggregation keys \(K^{agg}\) of equal size, where element\footnote{It is important to include \(S^{\text{base}}\) in the aggregation hashes to avoid sophisticated key cancellation attacks involving Wagner’s generalized solution to the birthday problem \cite{Wagner2002}, \cite{Schnorr1989} \cite{Micali1989}.}

\[ K^{agg}[e] = H_{n}(T_{agg}, S^{\text{base}}, K_{e}^{s,base})K_{e}^{s,base} \]

The aggregation private keys \(k_{e}^{agg}\) are used in group signatures.\footnote{As we will see later, key aggregation only meets the plain public-key model for N-of-N and 1-of-N multisig.}

There is another operation \textit{merge} which takes the aggregation keys from \textit{premerge} and constructs the group signing key (e.g. spend key for Monero)

\[ K^{grp} = \sum_{e} K^{agg}[e] \]

We generalize these functions for \((N-1)\)-of-\(N\) and \(M\)-of-\(N\) in Section 9.6.2, and further generalize them for nested multisig in Section 9.7.2.
9.3 Thresholded Schnorr-like signatures

It takes a certain amount of signers for a multisignature to work, so we say there is a ‘threshold’ of signers below which the signature can’t be produced. A multisignature with N participants that requires all N people to build a signature, usually referred to as N-of-N multisig, would have a threshold of N. Later we will extend this to M-of-N (M ≤ N) multisig where N participants create the group address but only M people are needed to make signatures.

Let’s take a step back from Monero. All signature schemes in this document lead from Maurer’s general zero-knowledge proof of knowledge [87], so we can demonstrate the essential form of thresholded signatures using a simple Schnorr-like signature (recall Section 2.3.5) [109].

**Signature**

Say there are N people who each have a public key in the set $K_{agg}$, where each person $e \in \{1, \ldots, N\}$ knows the private key $k_{agg}^e$. Their N-of-N group public key, which they will use to sign messages, is $K_{grp}$. Suppose they want to jointly sign a message $m$. They could collaborate on a basic Schnorr-like signature like this

1. Each participant $e \in \{1, \ldots, N\}$ does the following:
   (a) picks random component $\alpha_e \in_R \mathbb{Z}_l$,
   (b) computes $\alpha_e G$
   (c) commits to it with $C_{\alpha_e} = H_n(T_{com}, \alpha_e G)$,
   (d) and sends $C_{\alpha_e}$ to the other participants securely.

2. Once all commitments $C_{\alpha_e}$ have been collected, each participant sends their $\alpha_e G$ to the other participants securely. They must verify that $C_{\alpha_e} = H_n(T_{com}, \alpha_e G)$ for all other participants.

3. Each participant computes $\quad \alpha G = \sum_{e} \alpha_e G$

4. Each participant $e \in \{1, \ldots, N\}$ does the following:\footnote{As in Section 2.3.4, it is important not to reuse $\alpha_e$ for different challenges $c$. This means to reset a multisignature process where responses have been sent out, it should start again from the beginning with new $\alpha_e$ values.}
   (a) computes the challenge $c = H_n(m, [\alpha G])$,
   (b) defines their response component $r_e = \alpha_e - c \ast k_{agg}^e \mod l$,
   (c) and sends $r_e$ to the other participants securely.

5. Each participant computes $\quad r = \sum_{e} r_e$

6. Any participant can publish the signature $\sigma(m) = (c, r)$. 
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Verification

Given \( K^{grp}, m, \) and \( \sigma(m) = (c, r) \):

1. Compute the challenge \( c' = H_n(m, [rG + c * K^{grp}]) \).
2. If \( c = c' \) then the signature is legitimate except with negligible probability.

We included the superscript \( grp \) for clarity, but in reality the verifier has no way to tell \( K^{grp} \) is a merged key unless a participant tells him, or unless he knows the base or aggregation key components.

Why it works

Response \( r \) is the core of this signature. Participant \( e \) knows two secrets in \( r_e (\alpha_e \) and \( k_e^{agg} \)), so his private key \( k_e^{agg} \) is information-theoretically secure from other participants (assuming he never reuses \( \alpha_e \)). Moreover, verifiers use the group public key \( K^{grp} \), so all key components are needed to build signatures.

\[
\begin{align*}
 rG &= (\sum e r_e)G \\
 &= (\sum e (\alpha_e - c * k_e^{agg}))G \\
 &= (\sum e \alpha_e)G - c * (\sum e k_e^{agg})G \\
 &= \alpha G - c * K^{grp} \\
\alpha G &= rG + c * K^{grp} \\
H_n(m, [\alpha G]) &= H_n(m, [rG + c * K^{grp}]) \\
\end{align*}
\]

Additional commit-and-reveal step

The reader may be wondering where Step 2 came from. Without commit-and-reveal [111], a malicious co-signer could learn all \( \alpha_e G \) before the challenge is computed. This lets him control the challenge produced to some degree, by modifying his own \( \alpha_e G \) prior to sending it out. He can use the response components collected from multiple controlled signatures to derive other signers’ private keys \( k_e^{agg} \) in sub-exponential time [53], a serious security threat. This threat relies on Wagner’s generalization [137] (see also [139] for a more intuitive explanation) of the birthday problem [141].

\[\text{14 Commit-and-reveal is not used in the current implementation of Monero multisig, although it is being looked at for future releases. [102]}\]
9.4 MLSTAG Ring Confidential signatures for Monero

Monero thresholded ring confidential transactions add some complexity because MLSTAG (thresholded MLSAG) signing keys are one-time addresses and commitments to zero (for input amounts). Recalling Section 4.2.1, a one-time address assigning ownership of a transaction’s $t^{th}$ output to whoever has public address $(K^v_t, K^s_t)$ goes like this

$$K^o_t = H_n(rK^v_t, t)G + K^s_t = (H_n(rK^v_t, t) + k^s_t)G$$

$$k^o_t = H_n(rK^v_t, t) + k^s_t$$

We can update our notation for outputs received by a group address $(K^v_{grp}, K^s_{grp})$:

$$K^o_{grp} = H_n(rK^v_{grp}, t)G + K^s_{grp}$$

$$k^o_{grp} = H_n(rK^v_{grp}, t) + k^s_{grp}$$

Just as before, anyone with $k^v_{grp}$ and $K^s_{grp}$ can discover $K^o_{grp}$ is their address’s owned output, and can decode the Diffie-Hellman term for output amount and reconstruct the corresponding commitment mask (Section 5.3).

This also means multisig subaddresses are possible (Section 4.3). Multisig transactions using funds received to a subaddress require some fairly straightforward modifications to the following algorithms, which we mention in footnotes.\footnote{Multisig subaddresses are supported in Monero.}

9.4.1 RCTTypeBulletproof2 with N-of-N multisig

Most parts of a multisig transaction can be completed by whoever initiated it. Only the MLSTAG signatures require collaboration. An initiator should do these things to prepare for an RCTTypeBulletproof2 transaction (recall Section 6.2):

1. Generate a transaction private key $r \in_R \mathbb{Z}_l$ (Section 4.2) and compute the corresponding public key $rG$ (or multiple such keys if dealing with a subaddress recipient; Section 4.3).

2. Decide the inputs to be spent ($j \in \{1, ..., m\}$ owned outputs with one-time addresses $K^o_{grp}$ and amounts $a_1, ..., a_m$), and recipients to receive funds ($t \in \{0, ..., p - 1\}$ new outputs with amounts $b_0, ..., b_{p-1}$ and one-time addresses $K^o_t$). This includes the miner’s fee $f$ and its commitment $fH$. Decide each input’s set of decoy ring members.

3. Encode each output’s amount $amt_t$ (Section 5.3), and compute the output commitments $C_t^b$.

4. Select, for each input $j \in \{1, ..., m - 1\}$, pseudo output commitment mask components $x_j^t \in_R \mathbb{Z}_l$, and compute the $m^{th}$ mask as (Section 5.4)

$$x'_m = \sum_t y_t - \sum_{j=1}^{m-1} x'_j$$

Compute the pseudo output commitments $C_j'^a$. 

[\footnote{Multisig subaddresses are supported in Monero.}]
5. Produce the aggregate Bulletproof range proof for all outputs. Recall Section 5.5.

6. Prepare for MLSTAG signatures by generating, for the commitments to zero, seed components $\alpha_j \in \mathbb{Z}_l$, and computing $\alpha_j G$.\textsuperscript{16}

He sends all this information to the other participants securely. Now the group of signers is ready to build input signatures with their private keys $k_{s,agg}$, and the commitments to zero $C_{\pi,j}^a - C_{\pi,j}' = z_j G$.

**MLSTAG RingCT**

First they construct the group key images for all inputs $j \in \{1, \ldots, m\}$ with one-time addresses $K_{\pi,j}^{o,grp}$.\textsuperscript{17}

1. For each input $j$ each participant $e$ does the following:
   
   (a) computes partial key image $\tilde{K}_{j,e}^o = k_{e,agg} H_p(K_{\pi,j}^{o,grp})$,
   
   (b) and sends $\tilde{K}_{j,e}^o$ to the other participants securely.

2. Each participant can now compute, using $u_j$ as the output index in the transaction where $K_{\pi,j}^{o,grp}$ was sent to the multisig address,\textsuperscript{18}

$$\tilde{K}_j^{o,grp} = H_n(k^{v,grp}_{j} r G, u_j) H_p(K_{\pi,j}^{o,grp}) + \sum e \tilde{K}_{j,e}^o$$

Then they build a MLSTAG signature for each input $j$.

1. Each participant $e$ does the following:
   
   (a) generates seed components $\alpha_{j,e} \in \mathbb{Z}_l$ and computes $\alpha_{j,e} G$, and $\alpha_{j,e} H_p(K_{\pi,j}^{o,grp})$,
   
   (b) generates, for $i \in \{1, \ldots, v + 1\}$ except $i = \pi$, random components $r_{i,j,e}$ and $r_{z,i,j,e}$,
   
   (c) computes the commitment $C_{\alpha}^{\pi} = H_n(T_{com}, \alpha_{j,e} G, \alpha_{j,e} H_p(K_{\pi,j}^{o,grp}), r_{1,j,e}, \ldots, r_{v+1,j,e}, r_{1,j,e}', \ldots, r_{v+1,j,e}')$
   
   (d) and sends $C_{\alpha}^{\pi}$ to the other participants securely.

---

\textsuperscript{16} There is no need to commit-and-reveal these since the commitments to zero are known by all signers.

\textsuperscript{17} If $K_{\pi,j}^{o,grp}$ is built from an $i$-indexed multisig subaddress, then (from Section 4.3) its private key is a composite:

$$k_{e,grp}^{o} = H_n(c_{e,grp}^{i} u_j, K_{e,grp}^{i}, u_j) + \sum k_{e,agg}^{i} + H_n(k^{v,grp}_{e,j})$$

\textsuperscript{18} If the one-time address corresponds to an $i$-indexed multisig subaddress, add

$$\tilde{K}_j^{o,grp} = \ldots + H_n(k_{e,j}^{o,grp}, i) H_p(K_{\pi,j}^{o,grp})$$
2. Upon receiving all \( C^\alpha_{j,e} \) from the other participants, send all \( \alpha_{j,e}G, \alpha_{j,e}H_p(K_{\pi,j}^{o grp}) \), and \( r_{i,j,e} \) and \( r^z_{i,j,e} \), and verify each participant's original commitment was valid.

3. Each participant can compute all

\[
\alpha_jG = \sum_e \alpha_{j,e}G \\
\alpha_jH_p(K_{\pi,j}^{o grp}) = \sum_e \alpha_{j,e}H_p(K_{\pi,j}^{o grp}) \\
r_{i,j} = \sum_e r_{i,j,e} \\
r^z_{i,j} = \sum_e r^z_{i,j,e}
\]

4. Each participant can build the signature loop (see Section 3.5).

5. To finish closing the signature, each participant \( e \) does the following:

(a) defines \( r_{\pi,j,e} = \alpha_{j,e} - c_{\pi}k_{e}^{agg} \mod l \),

(b) and sends \( r_{\pi,j,e} \) to the other participants securely.

6. Everyone can compute (recall \( \alpha^z_{j,e} \) was created by the initiator)\(^{19}\)

\[
r_{\pi,j} = \sum_e r_{\pi,j,e} - c_{\pi}H_n(k^{v,grp}G, u_j) \\
r^z_{\pi,j} = \alpha^z_{j,e} - c_{\pi}z_j \mod l
\]

The signature for input \( j \) is \( \sigma_j(m) = (c_1, r_{1,j}, r^z_{1,j}, ... , r_{v+1,j}, r^z_{v+1,j}) \) with \( K_{j}^{o grp} \).

Since in Monero the message \( m \) and the challenge \( c_{\pi} \) depend on all other parts of the transaction, any participant who tries to cheat by sending the wrong value, at any point in the whole process, to his fellow signers will cause the signature to fail. The response \( r_{\pi,j} \) is only useful for the \( m \) and \( c_{\pi} \) it is defined for.

9.4.2 Simplified communication

It takes a lot of steps to build a multisignature Monero transaction. We can reorganize and simplify some of them so that signer interactions are encompassed by two parts with five total rounds.

1. **Key aggregation for a multisig public address:** Anyone with a set of public addresses can run `premerge` on them and then `merge` an N-of-N address, but no participant will know the group view key unless they learn all the components, so the group starts by sending \( k_e^v \) and \( K_{e}^{base} \) to

\[r_{\pi,j} = ... - c_{\pi} * H_n(k^{v,grp}, i)\]

\(^{19}\) If the one-time address \( K_{\pi,j}^{o grp} \) corresponds to an \( i \)-indexed multisig subaddress, include
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each other securely. Any participant can **premerge** and **merge** and publish \((K^{v,grp}, K^{s,grp})\), allowing the group to receive funds to the group address. M-of-N aggregation requires more steps, which we describe in Section 9.6.

2. Transactions:

(a) Some participant or sub-coalition (the initiator) decides to write a transaction. They choose \(m\) inputs with one-time addresses \(K_{j}^{o,grp}\) and amount commitments \(C_{j}^{a}\), \(m\) sets of \(v\) additional one-time addresses and commitments to be used as ring decoys, pick \(p\) output recipients with public addresses \((K_{v}^{o}, K_{s}^{s})\) and amounts \(b_{t}\) to send them, decide a transaction fee \(f\), pick a transaction private key \(r\), generate pseudo output commitment masks \(x'_{j}\) with \(j \neq m\), construct the ECDH term \(amount_t\) for each output, produce an aggregate range proof, and generate signature openers \(\alpha_{j}^{z}\) for all inputs’ commitments to zero and random scalars \(r_{i,j}\) and \(r_{i,j}^{z}\) with \(i \neq \pi_{j}\). They also prepare their contribution for the next communication round.

The initiator sends all this information to the other participants securely. The other participants can signal agreement by sending their part of the next communication round, or negotiate for changes.

(b) Each participant chooses their opening components for the MLSTAG signature(s), commits to them, calculates their partial key images, and sends those commitments and partial images to other participants securely.

MLSTAG Signature(s): key image \(\tilde{K}_{j,e}^{o}\), signature randomness \(\alpha_{j,e} G\), and \(\alpha_{j,e} H_{p}(K_{\pi,j}^{o,grp})\). Partial key images don’t need to be in committed data, as they can’t be used to extract signers’ private keys. They are also useful for viewing which owned outputs have been spent, so for the sake of modular design should be handled separately.

(c) Upon receiving all signature commitments, each participant sends the committed information to the other participants securely.

(d) Each participant closes their part of the MLSTAG signature(s), sending all \(r_{\pi,j,e}\) to the other participants securely.

Assuming the process went well, all participants can finish writing the transaction and broadcast it on their own. Transactions authored by a multisig coalition are indistinguishable from those authored by individuals.

---

20 Or transaction private keys \(r_t\) if sending to at least one subaddress.

21 Note that we simplify the signing process by letting the initiator generate random scalars \(r_{i,j}\) and \(r_{i,j}^{z}\), instead of each co-signer generating components that eventually get summed together.

22 He doesn’t need to send the output amounts \(b_t\) directly, as they can be computed from \(amount_t\). Monero takes the reasonable approach of creating a partial transaction filled with the information selected by the initiator, and sending that to other cosigners along with a list of related information like transaction private keys, destination addresses, the real inputs, etc.

23 It is imperative that each signing attempt by a signer use a unique \(\alpha_{j,e}\) to avoid leaking his private spend key to other signers (recall Section 2.3.4) [111]. Wallets should fundamentally enforce this by always deleting \(\alpha_{j,e}\) whenever a response that uses it has been transmitted outside of the wallet.
9.5 Recalculating key images

If someone loses their records and wants to calculate their address’s balance (received minus spent funds), they need to check the blockchain. View keys are only useful for reading received funds, so users need to calculate key images for all owned outputs to see if they have been spent, by comparing with key images stored in the blockchain. Since members of a group address can’t compute key images on their own, they need to enlist the other participants’ help.

Calculating key images from a simple sum of components might fail if dishonest participants report false keys. Given a received output with one-time address $K^{o,grp}$, the group can produce a simple ‘linkable’ Schnorr-like proof (basically single-key bLSTAG, recall Sections 3.1 and 3.4) to prove the key image $\tilde{K}^{o,grp}$ is legitimate without revealing their private spend key components or needing to trust each other.

**Proof**

1. Each participant $e$ does the following:
   
   (a) computes $\tilde{K}^o_e = k^{s.o,gp}_e H_p(K^{o,grp})$,
   
   (b) generates seed component $\alpha_e \in_R \mathbb{Z}_l$ and computes $\alpha_e G$ and $\alpha_e H_p(K^{o,grp})$,
   
   (c) commits to the data with $C^\alpha_e = H_n(T_{com}, \alpha_e G, \alpha_e H_p(K^{o,grp}))$,
   
   (d) and sends $C^\alpha_e$ and $\tilde{K}^o_e$ to the other participants securely.

2. Upon receiving all $C^\alpha_i$, each participant sends the committed information and verifies other participants’ commitments were legitimate.

3. Each participant can compute:

   $$\tilde{K}^{o,grp} = H_n(k^{v,grp}_i G, u) H_p(K^{o,grp}) + \sum_e \tilde{K}^o_e$$

   $$\alpha G = \sum_e \alpha_e G$$

   $$\alpha H_p(K^{o,grp}) = \sum_e \alpha_e H_p(K^{o,grp})$$

4. Each participant computes the challenge:

   $$c = H_n([\alpha G], [\alpha H_p(K^{o,grp})])$$

5. Each participant does the following:

---

24 Currently Monero appears to use a simple sum.

25 If the one-time address corresponds to an $i$-indexed multsig subaddress, add

   $$\tilde{K}^{o,grp} = \ldots + H_n(k^{v,grp}_i, i) H_p(K^{o,grp})$$

26 This proof should include domain separation and key prefixing, which we omit for brevity.
(a) defines \( r_e = \alpha_e - c * k_e^{agg} \mod l \),
(b) and sends \( r_e \) to the other participants securely.

6. Each participant can compute\(^{27}\)

\[
r^{resp} = \sum_e r_e - c * H_n(k^{v,grp} r G, u)
\]

The proof is \((c, r^{resp})\) with \(\tilde{K}^{o,grp}\).

**Verification**

1. Check \( l \tilde{K}^{o,grp} \not\equiv 0 \).

2. Compute \( c' = H_n([r^{resp} G + c * K^{o,grp}], [r^{resp} H_p(K^{o,grp} + c * \tilde{K}^{o,grp})]) \).

3. If \( c = c' \) then the key image \(\tilde{K}^{o,grp}\) corresponds to one-time address \( K^{o,grp} \) (except with negligible probability).

**9.6 Smaller thresholds**

At the beginning of this chapter we discussed escrow services, which used 2-of-2 multisig to split signing power between a user and a security company. That setup isn’t ideal, because if the security company is compromised, or refuses to cooperate, your funds may get stuck.

We can get around that potentiality with a 2-of-3 multisig address, which has three participants but only needs two of them to sign transactions. An escrow service provides one key and users provide two keys. Users can store one key in a secure location (like a safety deposit box), and use the other for day-to-day purchases. If the escrow service fails, a user can use the secure key and day key to withdraw funds.

Multisignatures with sub-N thresholds have a wide range of uses.

**9.6.1 1-of-N key aggregation**

Suppose a group of people want to make a multisig key \( K^{grp} \) they can all sign with. The solution is trivial: let everyone know the private key \( k^{grp} \). There are three ways to do this.

1. One participant or sub-coalition selects a key and sends it to everyone else securely.

\(^{27}\)If the one-time address \( K^{o,grp} \) corresponds to an \(i\)-indexed multisig subaddress, include

\[
r^{resp} = \ldots - c * H_n(k^{v,grp}, i)
\]
2. All participants compute private key components and send them securely, using the simple sum as the merged key.\(^{28}\)

3. Participants extend M-of-N multisig to 1-of-N. This might be useful if an adversary has access to the group’s communications.

In this case, for Monero, everyone would know the private keys \((k_v, grp, 1xN), (k_s, grp, 1xN)\). Before this section all group keys were N-of-N, but now we use superscript 1xN to denote keys related to 1-of-N signing.

### 9.6.2 (N-1)-of-N key aggregation

In an (N-1)-of-N group key, such as 2-of-3 or 4-of-5, any set of (N-1) participants can sign. We achieve this with Diffie-Hellman shared secrets. Let’s say there are participants \(e \in \{1, ..., N\}\), with base public keys \(K_e^{base}\) which they are all aware of.

Each participant \(e\) computes, for \(w \in \{1, ..., N\}\) but \(w \neq e\)

\[
k_{e,w}^{sh, (N-1)xN} = H_n(k_e^{base} K_w^{base})
\]

Then he computes all \(K_{e,w}^{sh, (N-1)xN} G\) and sends them to the other participants securely.

We now use superscript \(sh\) to denote keys shared by a sub-group of participants.

Each participant will have (N-1) shared private key components corresponding to each of the other participants, making \(N^*(N-1)\) total keys between everyone. All keys are shared by two Diffie-Hellman partners, so there are really \(N^*(N-1)/2\) unique keys. Those unique keys compose the set \(S^{(N-1)xN}\).

**Generalizing premerge and merge**

This is where we update the definition of **premerge** from Section 9.2.3. Its input will be the set \(S^{MxN}\), where \(M\) is the ‘threshold’ that the set’s keys are prepared for. When \(M = N\), \(S^{NxN} = S^{base}\), and when \(M < N\) it contains shared keys. The output is \(K^{agg,MxN}\).

The \([N^*(N-1)]/2\) key components in \(K^{agg,(N-1)xN}\) can be sent into **merge**, outputting \(K^{grp,(N-1)xN}\). Importantly, all \([N^*(N-1)]/2\) private key components can be assembled with just (N-1) participants since each participant shares one Diffie-Hellman secret with the N\(^{th}\) guy.

**A 2-of-3 example**

Say there are three people with public keys \(\{K_1^{base}, K_2^{base}, K_3^{base}\}\), to which they each know a private key, who want to make a 2-of-3 multisig key. After Diffie-Hellman and sending each other the public keys they each know the following:

\(^{28}\) Note that key cancellation is largely meaningless here because everyone knows the full private key.
1. Person 1: $k_{1,2}^{sh,2x3}, k_{1,3}^{sh,2x3}, k_{2,3}^{sh,2x3}$

2. Person 2: $k_{2,1}^{sh,2x3}, k_{2,3}^{sh,2x3}, k_{1,3}^{sh,2x3}$

3. Person 3: $k_{3,1}^{sh,2x3}, k_{3,2}^{sh,2x3}, k_{1,2}^{sh,2x3}$

Where $k_{1,2}^{sh,2x3} = k_{2,1}^{sh,2x3}$, and so on. The set $S^{2x3} = \{ K_{1,2}^{sh,2x3}, K_{1,3}^{sh,2x3}, K_{2,3}^{sh,2x3} \}$.

Performing premerge and merge creates the group key:

$$K^{grp,2x3} = H_n(T_{agg}, S^{2x3}, k_{1,2}^{sh,2x3}) K_{1,2}^{sh,2x3} + H_n(T_{agg}, S^{2x3}, k_{1,3}^{sh,2x3}) K_{1,3}^{sh,2x3} + H_n(T_{agg}, S^{2x3}, k_{2,3}^{sh,2x3}) K_{2,3}^{sh,2x3}$$

Now let’s say persons 1 and 2 want to sign a message $m$. We will use a basic Schnorr-like signature to demonstrate.

1. Each participant $e \in \{1, 2\}$ does the following:
   
   (a) picks random component $\alpha_e \in_R Z_t$,
   
   (b) computes $\alpha_e G$,
   
   (c) commits with $C^\alpha_e = H_n(T_{com}, \alpha_e G)$,
   
   (d) and sends $C^\alpha_e$ to the other participants securely.

2. On receipt of all $C^\alpha_e$, each participant sends out $\alpha_e G$ and verifies the other commitments were legitimate.

3. Each participant computes

$$\alpha G = \sum_e \alpha_e G$$

$$c = H_n(m, [\alpha G])$$

4. Participant 1 does the following:

   (a) computes $r_1 = \alpha_1 - c \ast [k_{1,3}^{agg,2x3} + k_{1,2}^{agg,2x3}]$,

   (b) and sends $r_1$ to participant 2 securely.

5. Participant 2 does the following:

   (a) computes $r_2 = \alpha_2 - c \ast k_{2,3}^{agg,2x3}$,

   (b) and sends $r_2$ to participant 1 securely.

6. Each participant computes

$$r = \sum_e r_e$$

---

29 Since the merged key is composed of shared secrets, an observer who just knows the original base public keys would not be able to aggregate them (Section 9.2.2) and identify members of the merged key.
7. Either participant can publish the signature $\sigma(m) = (c, r)$.

The only change with sub-N threshold signatures is how to ‘close the loop’ by defining $r_{\pi,e}$ (in the case of ring signatures, with secret index $\pi$). Each participant must include their shared secret corresponding to the ‘missing person’, but since all the other shared secrets are doubled up there is a trick. Given the set $S^{base}$ of all participants’ original keys, only the first person - ordered by index in $S^{base}$ - with the copy of a shared secret uses it to calculate his $r_{\pi,e}$.\footnote{In practice this means an initiator should determine which subset of M signers will sign a given message. If he discovers O signers are willing to sign, with $(O \geq M)$, he can orchestrate multiple concurrent signing attempts for each M-size subset within O to increase the chances of one succeeding. It appears Monero uses this approach. It also turns out (an esoteric point) that the original list of output destinations created by the initiator is randomly shuffled, and that random list is then used by all concurrent signing attempts, and all other co-signers (this is related to the obscure flag shuffle_outs).}

In the previous example, participant 1 computes
\[
 r_1 = \alpha_1 - c \cdot [k_{agg, 2x3}^{1,3} + k_{agg, 2x3}^{1,2}] 
\]
while participant 2 only computes
\[
 r_2 = \alpha_2 - c \cdot k_{agg, 2x3}^{2,3} 
\]

The same principle applies to computing the group key image in sub-N threshold Monero multisig transactions.

### 9.6.3 M-of-N key aggregation

We can understand M-of-N by adjusting our perspective on (N-1)-of-N. In (N-1)-of-N every shared secret between two public keys, such as $K_1^{base}$ and $K_2^{base}$, contains two private keys, $k_1^{base}, k_2^{base}G$. It’s a secret because only person 1 can compute $k_1^{base}K_2^{base}$, and only person 2 can compute $k_2^{base}K_1^{base}$.

What if there is a third person with $K_3^{base}$, there exist shared secrets $k_1^{base}k_2^{base}G$, $k_1^{base}k_3^{base}G$, and $k_2^{base}k_3^{base}G$, and the participants send those public keys to each other (making them no longer secret)? They each contributed a private key to two of the public keys. Now say they make a new shared secret with that third public key.

Person 1 computes shared secret $k_1^{base} * (k_2^{base}k_3^{base}G)$, person 2 computes $k_2^{base} * (k_1^{base}k_3^{base}G)$, and person 3 computes $k_3^{base} * (k_1^{base}k_2^{base}G)$. Now they all know $k_1^{base}k_2^{base}k_3^{base}G$, making a three-way shared secret (so long as no one publishes it).

The group could use $k_{sh, 1x3}^{*} = H_n(k_1^{base}k_2^{base}k_3^{base}G)$ as a shared private key, and publish
\[
 K^{grp, 1x3} = H_n(T_{agg}, S^{1x3}, K_{sh, 1x3}^{*})K_{sh, 1x3}^{*} 
\]
as a 1-of-3 multisig address.\footnote{Currently Monero appears to use a round-robin signing method, where the initiator signs with all his private keys, passes the partially signed transaction to another signer who signs with all his private keys (that have not been used to sign with yet), who passes to yet another signer, and so on, until the final signer who can either publish the transaction or send it to other signers so they can publish it.}
In a 3-of-3 multisig every 1 person has a secret, in a 2-of-3 multisig every group of 2 people has a shared secret, and in 1-of-3 every group of 3 people has a shared secret.

Now we can generalize to M-of-N: every possible group of \((N-M+1)\) people has a shared secret \([109]\). If \((N-M)\) people are missing, all their shared secrets are owned by at least one of the \(M\) remaining people, who can collaborate to sign with the group’s key.

**M-of-N algorithm**

Given participants \(e \in \{1,...,N\}\) with initial private keys \(k_1^{base},...,k_N^{base}\) who wish to produce an M-of-N merged key \((M \leq N; M \geq 1 \text{ and } N \geq 2)\), we can use an interactive algorithm.

We will use \(S_s\) to denote all the *unique* public keys at stage \(s \in \{0,...,(N-M)\}\). The final set \(S_{N-M}\) is ordered according to a sorting convention (such as smallest to largest numerically, i.e. lexicographically). This notation is a convenience, and \(S_s\) is the same as \(S_{(N-s)xN}\) from the previous sections.

We will use \(S^K_{s,e}\) to denote the set of public keys each participant created at stage \(s\) of the algorithm.

In the beginning \(S^K_{0,e} = \{k_e^{base}\}\).

The set \(S^K_{s}\) will contain each participant’s aggregation private keys at the end.

1. Each participant \(e\) sends their original public key set \(S^K_{0,e} = \{k_e^{base}\}\) to the other participants securely.

2. Each participant builds \(S_0\) by collecting all \(S^K_{0,e}\) and removing duplicates.

3. For stage \(s \in \{1,...,(N-M)\}\) (skip if \(M = N\))

   (a) Each participant \(e\) does the following:
   
   i. For each element \(g_{s-1}\) of \(S_{s-1} \notin S^K_{s-1,e}\), compute a new shared secret
      \[k_e^{base} * S_{s-1}[g_{s-1}]\]
   
   ii. Put all new shared secrets in \(S^K_{s,e}\).
   
   iii. If \(s = (N-M)\), compute the shared private key for each element \(x\) in \(S^K_{N-M,e}\)
      \[S^K_{e}[x] = \mathcal{H}_n(S^K_{N-M,e}[x])\]
      and overwrite the public key by setting \(S^K_{N-M,e}[x] = S^K_{e}[x] * G\).
   
   iv. Send the other participants \(S^K_{s,e}\).

   (b) Each participant builds \(S_s\) by collecting all \(S^K_{s,e}\) and removing duplicates.\(^{32}\)

4. Each participant sorts \(S_{N-M}\) according to the convention.

5. The *premerge* function takes \(S_{(N-M)}\) as input, and each aggregation key is, for \(g \in \{1,...,(\text{size of } S_{N-M})\}\),
   \[K^{agg,MxN}[g] = \mathcal{H}_n(T_{agg},S_{(N-M)},S_{(N-M)}[g] * S_{(N-M)}[g])\]

\(^{32}\)Participants should keep track of who has which keys at the last stage \((s = N - M)\), to facilitate collaborative signing, where only the first person in \(S_0\) with a certain private key uses it to sign. See Section 9.6.2.
6. The **merge** function takes $K^{agg,MxN}$ as input, and the group key is

$$K^{grp,MxN} = \sum_{g=1}^{\text{size of } S_{N-M}} K^{agg,MxN}[g]$$

7. Each participant $e$ overwrites each element $x$ in $S^k$ with their aggregation private key

$$S^k_e[x] = H_n(T_{agg}, S_{(N-M)}, S^k_e[x]G) * S^k[x]$$

Note: If users want to have unequal signing power in a multisig, like 2 shares in a 3-of-4, they should use multiple starting key components instead of reusing the same one.

### 9.7 Key families

Up to this point we have considered key aggregation between a simple group of signers. For example, Alice, Bob, and Carol each contributing key components to a 2-of-3 multisig address.

Now imagine Alice wants to sign all transactions from that address, but doesn’t want Bob and Carol to sign without her. In other words, (Alice + Bob) or (Alice + Carol) are acceptable, but not (Bob + Carol).

We can achieve that scenario with two layers of key aggregation. First a 1-of-2 multisig aggregation $K_{BC}^{agg,1x2}$ between Bob and Carol, then a 2-of-2 group key $K^{grp,2x2}$ between Alice and $K_{BC}^{agg,1x2}$. Basically, a (2-of-([1-of-1] and [1-of-2])) multisig address.

This implies access structures to signing rights can be fairly open-ended.

#### 9.7.1 Family trees

We can diagram the (2-of-([1-of-1] and [1-of-2])) multisig address like this:
The keys $K_{A}^{\text{base}}$, $K_{B}^{\text{base}}$, $K_{C}^{\text{base}}$ are considered root ancestors, while $K_{BC}^{\text{agg},1x2}$ is the child of parents $K_{B}^{\text{base}}$ and $K_{C}^{\text{base}}$. Parents can have more than one child, though for conceptual clarity we consider each copy of a parent as distinct. This means there can be multiple root ancestors that are the same key.

For example, in this 2-of-3 and 1-of-2 joined in a 2-of-2, Carol’s key $K_{C}^{\text{base}}$ is used twice and displayed twice:

Separate sets $S$ are defined for each multisig sub-coalition. There are three premerge sets in the previous example: $S_{2x3}^{2x3} = \{K^{\text{sh},2x3}_{AB}, K^{\text{sh},2x3}_{BC}, K^{\text{sh},2x3}_{AC}\}$, $S_{1x2}^{1x2} = \{K^{\text{sh},1x2}_{CD}\}$, and $S_{\text{final}}^{2x3} = \{K_{ABC}^{\text{agg},2x3}, K_{CD}^{\text{agg},1x2}\}$.

### 9.7.2 Nesting multisig keys

Suppose we have the following key family
If we merge the keys in $S_{ABC}^{2x3}$ corresponding to the first 2-of-3, we run into an issue at the next level. Let’s take just one shared secret, between $K_{ABC}^{grp,2x3}$ and $K_{D}^{base}$, to illustrate:

$$k_{ABC,D} = H_n(k_{ABC}^{grp,2x3}K_{D}^{base})$$

Now, two people from ABC could easily contribute aggregation key components so the sub-coalition can compute

$$k_{ABC}^{grp,2x3}K_{D}^{base} = \sum k_{ABC}^{agg,2x3}K_{D}^{base}$$

The problem is everyone from ABC can compute $k_{ABC,D}^{sh,2x3} = H_n(k_{ABC}^{grp,2x3}K_{D}^{base})$! If everyone from a lower-tier multisig knows all its private keys for a higher-tier multisig, then the lower-tier multisig might as well be 1-of-N.

We get around this by not completely merging keys until the final child key. Instead, we just do premerge for all keys output by low-tier multisigs.

**Solution for nesting**

To use $K_{A}^{agg,MxN}$ in a new multisig, we pass it around just like a normal key, with one change. Operations involving $K_{A}^{agg,MxN}$ use each of its member keys, instead of the merged group key. For example, the public ‘key’ of a shared secret between $K_{A}^{agg,2x3}$ and $K_{B}^{base}$ would look like

$$k_{A,B}^{sh,1x2} = \{[H_n(k_{B}^{base}K_{A}^{agg,2x3}[1]) \ast G], [H_n(k_{B}^{base}K_{A}^{agg,2x3}[2]) \ast G], ...\}$$

This way all members of $K_{A}^{agg,2x3}$ only know shared secrets corresponding to their private keys from the lower-tier 2-of-3 multisig. An operation between a keyset of size two $2K_{A}$ and keyset of size three $3K_{B}$ would produce a keyset of size six $6K_{AB}$. We can generalize all keys in a key family as keysets, where single keys are denoted $1K$. Elements of a keyset are ordered according to some convention (i.e. smallest to largest numerically), and sets containing keysets (e.g. $S$ sets) are ordered by the first element in each keyset, according to some convention.

We let the key sets propagate through the family structure, with each nested multisig sending their premerge aggregation set as the ‘base key’ for the next level, until the last child’s aggregation set appears, at which point merge is finally used.

Users should store their base private keys, the aggregation private keys for all levels of a multisig family structure, and the public keys for all levels. Doing so facilitates creating new structures, merging nested multisigs, and collaborating with other signers to rebuild a structure if there is a problem.

---

33 Note that premerge needs to be done to the outputs of all nested multisigs, even when an N’-of-N’ multisig is nested into an N-of-N, because the set $S$ will change.
9.7.3 Implications for Monero

Each sub-coalition contributing to the final key needs to contribute components to Monero transactions (such as the opening values $\alpha G$), and so every sub-sub-coalition needs to contribute to its child sub-coalition.

This means every root ancestor, even when there are multiple copies of the same key in the family structure, must contribute one root component to their child, and each child one component to its child and so on. We use simple sums at each level.

For example, let’s take this family

\[ \begin{align*}
1_{K_{grp},2x2} \\
2_{K_{agg},2x2} \text{ } R_{AB} \\
1_{K_{base}}_A & \quad 1_{K_{base}}_A & \quad 1_{K_{base}}_B
\end{align*} \]

Say they need to compute some group value $x$ for a signature. Root ancestors contribute: $x_{A,1}$, $x_{A,2}$, $x_B$. The total is $x = x_{A,1} + x_{A,2} + x_B$.

There are currently no implementations of nested multisig in Monero.
CHAPTER 10

Monero in an Escrowed Marketplace

Most of the time purchasing from an online retailer goes smoothly. A buyer sends money to a vendor, and the expected product arrives at their doorstep. If the product has a defect, or in some cases if the buyer changes their mind, they can return it and get a refund.

It’s difficult to trust a person or organization you have never met, and many shoppers can feel safe in their purchases knowing their credit card company will reverse a payment on request [30]. Cryptocurrency transactions are not reversible, and there is limited legal recourse a buyer or seller can take when something goes wrong, especially for Monero which is not open to easy chain analysis [48]. The cornerstone of robust online shopping with cryptocurrencies is 2-of-3 multisignature-based escrowed exchanges, which enable third parties to mediate disputes. By trusting those third parties, even completely anonymous vendors and shoppers can interact without formality.

Since Monero multisig interactions can be rather complex (recall Section 9.4.2), we dedicate this chapter to describing a maximally efficient escrowed shopping environment.1,2

10.1 Essential features

There are several basic requirements and features for streamlined interactions between buyers and sellers online. We take these points from René’s OpenBazaar investigation [117], as they are quite

1 René “rbrunner7” Brunner, a Monero contributor who created the MMS [116, 115], investigated integrating Monero multisig into the decentralized cryptocurrency-based digital marketplace OpenBazaar https://openbazaar.org/. The concepts laid out here are inspired by the hurdles René encountered [117] (his ‘earlier analysis’).

2 Our initial impression is Monero’s current implementation of multisig already has a similar transaction creation flow to what we need for an escrowed shopping environment, which is good news for potential implementation efforts. Readers should note that Monero multisig requires some security updates before it can see heavy use [102].
sensible and extensible.

- **Offline selling**: A buyer should be able to access a vendor’s online shop and place an order while the vendor is offline. Obviously, the vendor must actually go online to receive the order and fulfill it.\(^3\)

- **Purchase order-based payments**: Vendor addresses for receipt of funds are unique for each purchase order, in order to match orders and payments.

- **High-trust purchasing**: A buyer may, if they trust a vendor, pay for a product even before it has been fulfilled or delivered.
  
  - **Online direct payment**: After confirming the vendor is online, and that their product listing is available, the purchaser sends money in a single transaction to the vendor via a vendor-provided address, who then signals the order is being fulfilled.
  
  - **Offline payment**: If a vendor is offline, the buyer creates and funds a 1-of-2 multisig address with enough money to cover their intended purchase. When the vendor comes online, they may take money out of the multisig address (sending change back to the buyer), and fulfill the order. If the vendor never comes back online (or e.g. after some reasonable waiting period), or if the buyer changes their mind before he comes back, the buyer may empty the 1-of-2 address back into her personal wallet.

- **Moderated purchasing**: A 2-of-3 multisig address is constructed between the buyer, vendor, and a moderator agreed on by both buyer and vendor. The buyer funds this address before vendor fulfillment, and then once the product is delivered two of the parties cooperate to release the funds. If the vendor and buyer can’t reach an agreement, they may enlist the moderator’s judgement.

We will not cover high-trust purchasing, as, without any complex communication required, the features are fairly trivial.\(^4\)

### 10.1.1 Purchasing workflow

All purchases should fit within the same set of steps, assuming all parties do their due diligence. A number of steps are related to what a moderator should expect when stepping in, e.g. “did you request a refund, before getting me involved?”.

1. A buyer accesses the vendor’s online shop, identifies a purchase to make, selects ‘I want to purchase it’, makes funding available for that purchase, then submits the purchase order to the vendor.

---

\(^3\)Fulfilling a purchase order means sending the product out to be delivered to the purchaser.

\(^4\)1-of-2 multisig can take advantage of some concepts useful for 2-of-3 multisig, in particular constructing the address in the first place.
2. The vendor receives the purchase order, verifies the product is in stock and the available funding is enough, and either returns money to the buyer or fulfills the order by shipping out the product and notifying the buyer with a receipt.

- For a 2-of-3 multisig, the buyer can optionally authorize payment when receiving notification of fulfillment.

3. The buyer either receives the product as expected, or doesn’t receive the product on time or receives a defective product.

- **Good product**: The buyer either gives feedback to the vendor, or does nothing.
  
  - **Buyer sends feedback**: The buyer can leave either positive, or negative feedback.
    * **Positive feedback**: If this is a 2-of-3 multisig that hasn’t been paid yet, then this is the step where the buyer confirms payment to the vendor. Otherwise it’s just a positive review. [END OF WORKFLOW]
    * **Negative feedback**: If this is a 2-of-3 multisig, then this step leads into the ‘bad product’ workflow. Otherwise it’s just a negative review.
  
  - **Buyer does nothing**: Either the vendor has already been paid, or it’s a 2-of-3 multisig and he needs to cooperate with someone to receive funds.
    * **Vendor has been paid**: [END OF WORKFLOW]
    * **Vendor has not been paid**: The vendor pursues payment.
      
      (a) The vendor contacts the buyer requesting payment (or sends out a reminder).
      
      (b) The buyer either responds, or does not respond.
        * **Buyer responds**: The buyer’s response can be to make a payment, or pursue a refund.
          
          > **Buyer makes payment**: [END OF WORKFLOW]
          
          > **Buyer pursues refund**: Go to the ‘bad product’ workflow.
        
        * **Buyer does not respond**: The vendor enlists the moderator’s help to release funds. [END OF WORKFLOW]

- **No product or bad product**: The buyer pursues a refund.
  
  (a) The buyer contacts the vendor requesting a refund, perhaps with an explanation.
  
  (b) The vendor complies with the refund request, or contests it (or ignores it).
    
    - **Vendor complies**: Money is refunded to the buyer. [END OF WORKFLOW]
    
    - **Vendor contests**: Either it’s not a 2-of-3 multisig, or it is.
      * **It’s not a 2-of-3**: [END OF WORKFLOW]
      
      * **It’s a 2-of-3**: Either the buyer gives up on the refund request (literally, or by failing to respond in a timely manner), or the buyer is adamant.
        * **Buyer gives up**: Either the buyer authorized the vendor’s payment, or not.
          
          > **Buyer authorized payment**: [END OF WORKFLOW]
          
          > **Buyer didn’t authorize**: The vendor contacts the moderator, who authorizes the payment. [END OF WORKFLOW]
        
        * **Buyer is adamant**: The vendor or buyer contacts the moderator, who cooperates with the participants to pass judgement. [END OF WORKFLOW]
10.2 Seamless Monero multisig

We can take advantage of the natural purchase order workflow to squeeze in nearly all parts of a Monero 2-of-3 multisignature interaction without the participants even noticing. There is an extra small step for the vendor at the end, where he must sign and submit the final transaction to receive payment, analogous to ‘emptying the cash register’.

10.2.1 Basics of a multisig interaction

All 2-of-3 multisig interactions contain the same set of communication rounds, involving address setup and transaction building. In order to comply with the normal workflow we use a reorganized transaction construction process compared to our multisig chapter (recall Sections 9.4.2 and 9.6.2).

1. Address setup

   (a) All users must first learn the other participants’ base keys, which they will use to construct shared secrets. They transmit the public keys of those shared secrets (e.g. $K^{sh} = H_n(k^{base}_A \ast k^{base}_B G)G$) to the other users.

   (b) After learning all shared secret public keys, each user may premerge and then merge them into the address’s public spend key. The aggregation private spend keys will be used for signing transactions. A hash of the primary signers’ (the buyer and vendor) shared secret private key (e.g. $k^{sh} = H_n(k^{base}_A \ast k^{base}_B G)$) will be used as the view key (e.g. $k^v = H_n(k^{sh})$). We go into more detail on these keys later (Section 10.2.2).

2. Transaction building. Assume the address owns at least one output already, and the key images are unknown. There are two signers, the initiator and the cosigner.

   (a) Initiate a transaction: The initiator decides to start a transaction. She generates opening values (e.g. $\alpha G$) for all owned outputs (she isn’t sure which ones will get used yet), and commits to them. She also creates partial key images for those owned outputs, and signs them with a proof of legitimacy (recall Section 9.5). She sends that information, along with her own personal address for receipt of funds (e.g. for change if appropriate, etc.), to the cosigner.

   (b) Make a partial transaction: The cosigner verifies that all information in the initiated transaction is valid. He decides the output recipients and amounts (they could be partially based on the initiator’s recommendation), inputs to be used along with their respective ring member decoys, and the transaction fee. He generates a transaction private key (or keys if there are subaddresses involved), creates one-time addresses,

---

5 Extending this beyond (N-1)-of-N is likely infeasible without more steps, due to the additional rounds necessary for setting up a lower threshold multisig address.

6 This procedure is actually quite similar to how Monero currently organizes multisig transactions.
output commitments, encoded amounts, pseudo output commitment masks, and opening values for the commitments to zero. To prove amounts are in range, he builds the Bulletproof range proof for all outputs. He also generates opening values for his signature (but does not commit to them), random scalars for the MLSAG signatures, partial key images for owned outputs, and proofs of legitimacy for those partial images. All of this is sent to the initiator.

(c) **Initiator’s partial signature:** The initiator verifies the partial transaction’s information is valid, and conforms with her expectations (e.g. amounts and recipients are as they should be). She completes the MLSAG signatures and signs them with her private keys, then sends the partially signed transaction to the cosigner along with her revealed opening values.

(d) **Finish the transaction:** The cosigner finishes signing the transaction, and submits it to the network.

### Single-commitment signing

Unlike what is recommended in our multisig chapter, only one commitment is provided per partial transaction (by the transaction initiator), and it is revealed after the cosigner sends out their opening value explicitly. The purpose of committing to opening values (e.g. $\alpha G$) is to prevent a malicious cosigner from using their own opening value to affect the challenge that gets produced, which could allow him to discover other cosigners’ aggregation keys (recall Section 9.3). If even one partial opening value is unavailable when the malicious actor generates his own, then it is impossible (or at least negligibly probable) for him to control the challenge.\(^7\,8\,9\)

Simplifying in this way removes one communication round, which has important consequences for the buyer-vendor interaction experience.

\(^7\) This is also why the initiator only reveals her opening values after all transaction information has been determined, so neither signer can alter the MLSAG message and influence the challenge.

\(^8\) Single-commitment signing could be generalized as (M-1)-commitment signing, where only the partial transaction author does not commit-and-reveal and other co-signers only reveal after a transaction is fully determined. For example, suppose there is a 3-of-3 address with cosigners (A,B,C), who will attempt single-commitment signing. Signers B and C are in a malicious coalition against A, while C is the initiator and B is the partial transaction author. C initiates with a commitment, then A provides his opening value (without commitment). When B constructs the partial transaction, he can conspire with C to control the signature challenge in order to expose A’s private key. Please also note that (M-1)-commitment signing is an original concept first presented here, and is not backed by any advanced research material or code implementation. It may end up being completely erroneous.

\(^9\) One way of thinking about this is to consider the meaning and purpose of a ‘commitment’ (recall Section 5.1). Once Alice commits to value A she is stuck with it, and can’t take advantage of new information from event B (caused by Bob) that happens later. Moreover, if A hasn’t been revealed then B can’t be influenced by it. Alice and Bob can be sure that A and B are independent. It is our contention that single-commitment signing as described meets that standard, and is equivalent to full-commitment signing. If the commitment $c$ is a one-way function of opening values $\alpha_A G$ and $\alpha_B G$ (e.g. $c = H_n(\alpha_A G, \alpha_B G)$), then if $\alpha_A G$ is committed to initially, $\alpha_B G$ is revealed after $C(\alpha_A G)$ appears, and $\alpha_A G$ is revealed after $\alpha_B G$ appears, then $\alpha_B G$ and $\alpha_A G$ are independent, and $c$ will be random from both Alice’s and Bob’s perspectives (unless they collaborate, and except with negligible probability).
10.2.2 Escrowed user experience

Here is our detailed walk-through of buyer-vendor-moderator interactions involving a 2-of-3 multisig-based online purchase using Monero.

1. **Buyer makes a purchase**

   (a) **Buyer’s new shopping session**: A shopper enters an online marketplace, and her client generates a new subaddress to be used if she starts a new purchase order.\(^\text{10}\) In that marketplace she finds vendors, and each vendor is offering a selection of products and prices. Invisible to the shopper herself, but visible to her client (i.e. the software she is using to buy things), each product has a base key for use in multisig-based purchases. Alongside that base key is a list of preselected moderators, and each such moderator has a base key and precomputed vendor-moderator shared secret public key.\(^\text{11}\)

   (b) **Buyer adds a product to cart**: Our shopper decides she wants something, selects the payment option (i.e. direct payment, 1-of-2 multisig, or 2-of-3 multisig), and if she selects 2-of-3 multisig she is presented with a list of available moderators that she can choose from. When she adds the product to her cart, her client, invisible to her (and assuming she selected 2-of-3 multisig), uses the product’s base key, the moderator’s base key, and the vendor-moderator shared secret public key, to, in combination with her own shopping-session subaddress’s spend key (as her base key), construct a 2-of-3 buyer-vendor-moderator multisig address.\(^\text{12}\)

   The view key is a hash of the buyer-vendor shared secret private key (not the aggregation private key, i.e. before premerge), and the encryption key for communications between the buyer and vendor is a hash of the view key.\(^\text{13}\)

   (c) **Buyer moves to checkout**: The shopper views her cart with all its products, and decides to proceed to checkout. This is where she makes funding available before finalizing the purchase order. Her client constructs a transaction (but does not sign it yet) that will either pay directly to the vendor, or fund a multisig address (with a little extra for future fees). If funding a 2-of-3 multisig address, the client also initiates two transactions sending money out of that address. One can be used to pay the vendor, and the other to refund the buyer. Their inputs’ partial key images are based on the funding transaction that has not been signed yet.

---

\(^\text{10}\) Using a new subaddress for each purchase order, or even a new subaddress for each separate vendor or vendor’s product, makes it more difficult for vendors to track the behavior of their customers. It also helps make sure each purchase order is unique, in the case of someone buying the same thing twice.

\(^\text{11}\) It would be straightforward for vendors to also include, invisible to shoppers, commitments to opening values for transactions. However, to handle multiple purchase orders for the same product, he would have to provide many commitments up front for each potential buyer. We can only imagine how messy that could become. This is part of the utility brought by our single-commitment signing simplification.

\(^\text{12}\) Exactly how a marketplace should be implemented is open to interpretation, since for example selecting the payment type for a product could be presented to the user at checkout instead of in the ‘add to cart’ interface.

\(^\text{13}\) This same process would take place for 1-of-2 multisig, leaving out the moderator.
In reality, she only needs committed opening values for the two transactions, and then separately one copy of the partial key images (with proof of legitimacy) and one copy of her shopping-session subaddress. That subaddress has a dual purpose; it is the buyer’s address for refunds or change outputs, and its spend key is the buyer’s multisig base key.\footnote{It is important to initiate separate transactions, since committed opening values can only be used once.}

\begin{itemize}
  \item[(d)] \textbf{Buyer authorizes payment:} After looking over all the purchase order details, the shopper authorizes it.\footnote{If the buyer cancels the purchase order, her funding transaction and partial multisig transactions get deleted.} Her client finishes signing the funding transaction, and submits it to the network.\footnote{If her cart contained multiple vendors’ products, then her client can create multiple purchase orders and handle them separately. The vendors can all be paid by the same funding transaction.} It sends the purchase order, along with the funding transaction’s hash and initiated multisig transactions, and the buyer-moderator shared secret public key, to the vendor.\footnote{The buyer’s client should keep track of payment order details like total price, to later verify the content of multisig transactions before signing them.}
\end{itemize}

2. \textit{Vendor fulfills a purchase order}

\begin{itemize}
  \item[(a)] \textbf{Vendor appraises purchase order}: The vendor examines our shopper’s purchase order, then approves it for shipping. If he was paid directly then there is nothing else to consider, and if he was paid via 1-of-2 multisig then he can make a transaction paying himself out of that address. For 2-of-3 multisig his client generates a subaddress for receipt of money in the purchase order, and makes two partial transactions out of the buyer’s initialized transactions. The payment transaction sends the product price to the vendor, and the rest to the buyer as change, while the refund transaction just empties the multisig address back to the buyer.\footnote{The partial transactions could plausibly share a lot of values since they involve the same inputs, and only one of them should ultimately get signed. For the sake of modularity and robust design we think it’s best to handle them separately.} Note that he reconstructs the multisig address out of the buyer-vendor-moderator base keys in combination with the buyer-moderator shared secret public key.
  
  \item[(b)] \textbf{Vendor ships the product}: The vendor ships the product, and sends a fulfillment notification to the buyer. That notification includes a receipt for the purchase, as well as a request for the user to complete payment (everything from here on out refers to 2-of-3 multisig). Hidden to the user is the vendor’s purchase order subaddress, which can be used in case of dispute resolution, and both partial transactions.
\end{itemize}

3. \textit{Buyer completes payment or requests a refund}: A buyer can do this as soon as they receive fulfillment notification, or wait until the product has been delivered.

\begin{itemize}
  \item[(a)] \textbf{Buyer submits partially signed transaction}: The buyer decides whether to pay for her purchase, or request a refund. Her client creates a partial signature on the appropriate partial transaction, and sends it to the vendor. Any refund would presumably include an explanation justifying it.
\end{itemize}
(b) **Vendor completes transaction**: The vendor receives a partially signed transaction, finishes signing it, and submits it to the network. If necessary he sends a refund notification, with proof, to the buyer.

4. **Moderated dispute**: At any point after the buyer submits a purchase order and before the multisig address is emptied of funds, either the vendor or buyer can decide to get the moderator involved. Party_A is whoever raised the dispute, while Party_B is the defendant.\(^{19}\)

   (a) **Party_A contacts moderator**: Party_A initiates two transactions, for payment or refund, this time geared toward Party_A-moderator signing, and send them to the moderator along with necessary information for building the multisig address (the base keys, the Party_A-Party_B shared secret public key, and the private view key) and reading the multisig wallet’s balance (the partial key images and their proofs).

   (b) **Moderator processes dispute**

   i. **Moderator acknowledges dispute**: The moderator acknowledges they are looking into the dispute, at the same time creating partial transactions out of the initiated transactions and sending them to Party_A. They make sure to notify Party_B about the dispute, and also initiate two more transactions with Party_B to expedite failure of Party_A to comply with the final verdict.

   ii. **Moderator pursues a verdict**: The moderator looks at the available evidence, and can interact with the parties to gather more information. They may try to mediate the argument, in hopes of both parties resolving it without the need to pass a verdict.

   iii. **Dispute reaches an end**: Either the buyer and vendor resolve it on their own in the end, or the moderator passes a verdict which they communicate to both parties.

   - Note: If the defendant party should receive funds per the verdict, but hasn’t provided an address for whatever reason, the moderator can try to contact them and cooperate with them to receive those funds. Since it doesn’t involve the disputer, that contact can be made (or pursued further) after the dispute has been resolved.

   (c) **Party_A or B accepts the verdict**: If no Party_A-Party_B transactions were finalized, it implies the dispute was resolved by moderator’s decision.

   i. **Party_A accepts**

   A. Party_A completes their partial signature on the verdict transaction, and sends it to the moderator.

   B. The moderator completes the signature, and submits the transaction.

   ii. **Party_B accepts**

   A. Party_B creates a partial transaction for the moderator’s initialized verdict transaction, and sends it to the moderator. This step can be performed before

---

\(^{19}\) Our dispute resolution design assumes actors are in good faith. People who are uncooperative, and for example don’t initiate or sign transactions that don’t favor themselves, will no doubt make the process much more tedious for everyone.
the verdict is finalized, in which case Party B would make partial transactions for both potential verdicts.

B. The moderator partially signs that partial transaction, and sends it to Party B.

C. Party B finishes signing the transaction, and submits it to the network. He sends the transaction hash to the moderator.

(d) **Moderator closes out the dispute:** The moderator summarizes the dispute and its resolution, and sends their report to the buyer and vendor.

There are four key design optimizations installed.

**Preselected moderators**

By choosing the moderators ahead of time, vendors can create a shared secret with each of them for each of their products and publish its public key with the product information.\(^{20}\) This way buyers can construct the complete merged multisig address in one step, as soon as they decide to purchase something, harmonizing with the requirement for ‘offline selling’. Preselecting multiple moderators allows buyers to choose the one they trust more.

Buyers may also, if they don’t trust a vendor’s accepted moderators, cooperate with an online moderator of their choosing to make a multisig address with the vendor’s product base key. After receiving a purchase order, the vendor may accept that new moderator or decline the sale.\(^{21}\)

We expect the mutual desire of buyers and vendors for good moderators to, over time, create a hierarchy of moderators organized by the quality and fairness of the service they provide. Lower quality moderators or those with less of a reputation would likely earn less money or service fewer or less significant transactions.\(^{22}\)

**Subaddresses and product IDs**

Vendors create a new base key for each product line/ID, and those keys are used to construct 2-of-3 multisig addresses.\(^{23}\) When vendors fulfill a purchase order they create a unique subaddress for receipt of funds, which can be used to match purchase orders with payments received.

---

\(^{20}\) Importantly, these multisig addresses are still resistant to key aggregation tests since the buyer’s shared secrets are unknown to observers.

\(^{21}\) For expediency, an escrow service could be ‘always online’, and instead of using preselected moderators all 2-of-3 multisig addresses are actively constructed with that service when a purchase order is made. Another possibility is using nested multisig (Section 9.7), where the preselected moderator is actually a 1-of-N multisig group. That way whenever a dispute arises any moderator from that group who happens to be available can step in. It would likely require substantial development effort to implement.

\(^{22}\) It is not clear to us the best, or most likely, funding method for moderators. Perhaps they would get paid a flat or percentage fee of each moderated transaction or transaction where they are added as a moderator (and then if the fee wasn’t provided in the original partial transactions, refuse to cooperate in a dispute), or users and/or vendors and/or marketplace platforms would contract with them.

\(^{23}\) This base key is also used for 1-of-2 multisig purchasing. We feel it is important not to expose the private spend key in the communication channel, so using a buyer-vendor shared secret makes a lot of sense.
The requirement for ‘purchase order-based payments’ is met efficiently here, especially since funds
directed to different subaddresses are trivially accessible from the same wallet (recall Section 4.3).

**Anticipatory partial transactions**

Multisig transactions take multiple rounds, so we begin making them as soon as possible. For user
convenience, partial transactions that are only rarely used (e.g. refund transactions) get made
early, so they are immediately available for signing if the need arises.

**Conditional moderator access**

For the sake of both efficiency and privacy, moderators only need access to the details of a trade
when settling disputes. To accomplish this, we make the multisig private view key a hash of the
buyer-vendor shared secret private key

\[ k_{v,grp}^{p purchase-order} = H_n(T_{mv}, k_{sh,2x3}^{v}) \]

where \( T_{mv} \) is the marketplace view key domain separator and A and B correspond with vendor and buyer, and \( k_{sh,2x3}^{AB} = H_n(k_{base}^A * k_{base}^B) \). We extend what it can ‘view’ to the buyer-vendor communication transcript.

In other words, the communication encryption key is

\[ k_{ce}^{p purchase-order} = H_n(T_{me}, k_{v,grp}^{p purchase-order}) \]

\( T_{me} \) is the marketplace encryption key domain separator).\(^{24,25}\)

Moderators gain access to the buyer-vendor communications, and the ability to authorize pay-
ments, only when one of the original parties releases the view key to them.\(^{26}\)

Moreover, vendors can verify the marketplace host (who may also be the only moderator available,
depending on how this concept is implemented) is not MITM (‘man in the middle’) of their
conversations with customers (i.e. pretending to be the buyer or vendor) by checking that the base keys they publish for each product match what gets displayed. Since the buyer’s base key,
which gets used to create the multisig address, is also part of the encryption key, a malicious host
would have a hard time orchestrating a MITM attack.

\(^{24}\) Separating the view key and encryption key allows handing out just view rights to the communication log
without view rights to the multisig address’s transaction history.

\(^{25}\) This method is also used for 1-of-2 multisig addresses.

\(^{26}\) It is important for moderators to verify the communication log they receive hasn’t been tampered with. One
way might be for each cosigner to include a signed hash of the current message log whenever they send out a new
message. Moderators can look at the back-and-forth, and series of hashed logs, to identify discrepancies. It would
also help cosigners identify messages that failed to transmit, and alternatively create evidence that particular signers
did in fact receive certain messages.
Joint Monero Transactions (TxTangle)

There are a number of unavoidable transaction graph heuristics created by the nature of different entities and scenarios. In particular, the behavior of miners, pools (Section 5.1 of [93]), escrowed marketplaces, and exchanges have clear patterns open to analysis even within Monero’s ring signature-based protocol.

We describe here TxTangle, analogous to Bitcoin’s CoinJoin [2], one method to confuse those heuristics. In essence, several transactions are squashed into one transaction, making the behavior patterns of each participant blend together.

To accomplish that obfuscation, it must be unreasonably difficult for observers to use the information contained in a joint transaction to group inputs and outputs, and associate them with individual participants, nor know how many participants there actually were. Moreover, even the participants themselves should not be aware of the number of participants, or be able to group the inputs and outputs of other participants unless they control all but one participant’s grouping. Finally, it should be possible to construct joint transactions without relying on a central authority [58]. Fortunately, all these requirements can be achieved in Monero.

1This chapter constitutes the proposal for a joint transaction protocol. No such protocol has been implemented as of this writing. A previous proposal, named MoJoin and created by pseudonymous co-author Monero Research Lab (MRL) researcher Sarang Noether, required a trusted dealer to function. Such a dealer seems to conflict with the Monero project’s basic commitment to privacy and fungibility, and hence MoJoin was not pursued further.

2Since in Bitcoin amounts are clearly visible, it is often possible to group CoinJoin inputs and outputs based on amount sums. [34]

3Maliciously polluting joint transactions is a potential attack on this method, first identified for CoinJoin. [91]
11.1 Building joint transactions

In a normal transaction, inputs and outputs are tied together using the proof that amounts balance. From Section 6.2.1, the sum of pseudo output commitments equals the sum of output commitments (plus the fee commitment).

\[ \sum_j C_{ja}^j - (\sum_t C_{tb}^t + fH) = 0 \]

A trivial joint transaction could take all the content of multiple transactions, and stick them in one. MLSAG messages would sign all the sub-transactions’ data, and amount balancing would quite obviously work \((0 + 0 + 0 = 0)\).\(^4\) However, input and output groupings could just as trivially be identified based on testing if input/output subsets have balancing amounts.\(^5\)

We can easily get around this by computing shared secrets between each pair of participants, then adding these offsets to their pseudo output commitments’ masks (Section 5.4). In each pair, one participant adds the shared secret to one of his pseudo output commitments, and the other participant subtracts it from one of his pseudo commitments. When summed together, the secrets cancel out, and since each pair of participants has a shared secret the amount balance only appears after all commitments are combined.\(^6\)

Shared secrets may hide input/output groupings in the immediate sense, but participants must learn about all the inputs and outputs somehow, and the easiest way is if they each communicate their individual input/output groupings. Clearly this violates the initial premise, and in any case implies participants know the number of participants.

11.1.1 \(n\)-way communication channel

The maximum number of participants to a TxTangle is either the number of outputs or inputs (whichever is lower). We model that by each real participant pretending to be a different person for each output he is sending. This is primarily for the purpose of setting up a group communication channel with other would-be participants, without revealing how many participants there are.

Imagine \(n\) \(\leq 16\), although at least \(3\) is recommended\(^7\) supposedly unrelated people gather at apparently random intervals in a chatroom, scheduled to open at time \(t_0\) and close at \(t_1\) (only 16 people can be in a chatroom at once, and the chatroom has conditions like fee priority, base fee per byte [to simplify consensus around the current median and block reward], and range of acceptable transaction types since e.g. currently transactions from the beginning of Monero can’t be directly spent in a RingCT transaction [132]). At \(t_1\) all mock-members signal desire to proceed

\(^4\) Since Bulletproofs-style range proofs are actually aggregated into one (Section 5.5), participants would have to collaborate to some extent even in the trivial case.

\(^5\) Participants could try to divide up the fee in a fancy manner to confuse observers, but it would fail in the face of brute force since fees are not that large (around 32 bits or less).

\(^6\) We offset the pseudo output commitments instead of output commitments since output commitment masks are constructed from the recipient’s address (Section 5.3).

\(^7\) Currently, a transaction may have at most 16 outputs.
by publishing a public key, and the room is converted into an \( n \)-way communication channel by constructing a shared secret amongst all the mock-members.\(^8\) This shared secret is used to encrypt message contents, while mock-members sign input-related messages using SAG signatures (Section 3.3) so it’s never clear who sent a given message, and output-related messages with a bLSAG (Section 3.4) on the set of mock-member public keys so actual outputs are dissociated from mock-members.\(^9\)

### 11.1.2 Message rounds to construct a joint transaction

After the channel is set up, TxTangle transactions can be constructed in five rounds of communication, where the next round may only begin after the previous is finished, and each round is given a timed communication interval within which messages should be randomly published. These intervals are intended to prevent message clusters that would reveal input/output groupings.

1. Each mock-member privately generates a random scalar for each intended output, and signs them with bLSAGs. A sorted list of these scalars is used to determine output indices (recall Section 4.2.1; the smallest scalar gets index \( t = 0 \)).\(^{10}\) They publish those bLSAGs, and also SAGs which sign the transaction version numbers of intended inputs. After this round participants can calculate the transaction weight based on number of inputs and outputs, and accurately estimate the fee required.\(^{11,12,13}\)

2. Each mock-member uses the list of public keys to construct a shared secret with each other member for offsetting their pseudo output commitments, and decides who will add or subtract based on each pair’s smaller public key.\(^{14}\) Each mock-member must pay for \( 1/n \)th of the fee estimate (using integer division). The mock-member with lowest output index is given the responsibility of paying for the remainder after dividing (it will be a truly infinitesimal amount, but must be taken into account to prevent fingerprinting TxTangle transactions). They privately generate transaction public keys for each of their outputs (not to be sent to

---

\( ^8 \) The multisig method from Section 9.6.3 is one way, extending M-of-N all the way to 1-of-N.

\( ^9 \) Each separate set of TxTangle bLSAGs should use the same key images, since everything related to a given output is linked together.

\( ^{10} \) Output index selection should match other implementations of transaction construction to avoid fingerprinting different software. We use this effectively random approach to align with the core implementation, which also randomizes outputs.

\( ^{11} \) If it turns out there must be only two real participants, based on comparing the number of inputs and outputs to one’s own input/output count, the TxTangle can be abandoned. It’s recommended for each participant to have at least two inputs and two outputs, in case of malicious actors who don’t abandon TxTangles even when they realize it’s just two participants. This recommendation is open to debate, since using more inputs and outputs is not heuristically neutral.

\( ^{12} \) TxTangle transactions should not have extraneous information stored in the extra field (e.g. no encrypted payment ID unless it’s only a 2-output TxTangle which should have at least a dummy encrypted payment ID).

\( ^{13} \) Fee estimation should be based on a standardized approach, so each participant calculates the same thing. Otherwise outputs may be clustered based on fee calculation method. This same fee standard should be implemented outside of TxTangle, to promote TxTangle transactions looking the same as normal transactions.

\( ^{14} \) Since points are compressed (Section 2.4.2), just interpret the keys as 32-byte integers. The smaller key’s owner adds, and larger key’s owner subtracts, by convention.
other members just yet), and construct their output commitments, encoded amounts, and Part A partial proofs to be used for the aggregate Bulletproof range proof, signing all of it with bLSAGs (one commitment, one encoded amount, and one partial proof per bLSAG message, and the key image links these to the original list of random scalars that was used to specify output indices). Pseudo output commitments are generated as normal (Section 5.4), then offset with the shared secrets, and signed with SAGs. After the bLSAGs and SAGs are published, and assuming participants estimated the total fee in the same way, they may now verify that amounts balance overall.\footnote{We don’t publish the separate fee amounts paid for in case a participant calculated it wrong, which may reveal an output cluster due to a collection of non-standard fee amounts. If amounts don’t balance properly, the TxTangle transaction may be abandoned.}

3. If amounts balance properly we begin a small additional round for building the aggregate Bulletproof that proves all output amounts are in range. Each mock-member uses the previous round’s Part A partial proofs and output commitments, and privately computes the aggregate challenge A. They use it to construct their Part B partial proof, which they send to the channel with a bLSAG.

4. Participants begin filling in the message to be signed by MLSAGs (recall the footnote in Section 6.2.2). Published in random order over the communication interval are two kinds of messages. Each input’s ring member offsets and key images are signed with a SAG and associated with the correct pseudo output commitment. Each output’s one-time address, transaction public key, and Part C partial proof (computed based on the Part B partial proofs and an aggregate challenge B) are signed with a bLSAG (these can also include a random base transaction public key component, which as we will see can be used for fake Janus mitigation).

5. Participants use all the partial proofs to complete the aggregate Bulletproof, and privately apply a logarithmic inner product technique to compress it for the final proof to be included in transaction data. Once all the information to be signed by MLSAGs is collected, each participant completes their inputs’ MSLAGs and randomly sends them (with a SAG for each) to the channel over the communication interval. Any participant may submit the transaction as soon as they have all the pieces.

**Transaction public keys and the Janus mitigation**

If every participant to a TxTangle knows the transaction private key $r$ (Section 4.2), then any of them may test the others’ one-time output addresses against a list of known addresses. For this reason it is necessary to construct TxTangle transactions as if there were a subaddress recipient (Section 4.3), including different transaction public keys for each output.

To match with possible implementation of a mitigation for the Janus attack related to subaddresses, in which one additional ‘base’ transaction public key is included in the extra field $[101]$, TxTangles
should also have a fake ‘base’ key composed of a sum of random keys generated by each mock-
member.\(^{16}\)

Many TxTangle participants sending money to a subaddress will likely have at least two outputs,
one of which diverts change back to the participant. This means any TxTangle participant can
still enable Janus mitigation by making their change’s transaction public key also the ‘base’ key for
the subaddress recipient.\(^ {17}\) The subaddress recipient might realize the transaction is a TxTangle,
and that the ‘base’ key probably corresponds with the sender’s change output.\(^ {18}\)

11.1.3 Weaknesses

Malicious actors have two primary ways to defeat the purpose of TxTangle, which is to hide
input/output groupings from potential adversaries/analysts. They may pollute the transactions,
such that the subset of honest participants is smaller (or even non-existent) \(^{91}\). They may also
cause TxTangle attempts to fail, and use subsequent attempts by the same participants to estimate
input/output groupings.

The former case is not easy to mitigate, especially in the very decentralized case where no partici-
 pant has a reputation. One possible application of TxTangle is with collaborating pools, who may
hide which pool their miners belong to among a collection of pools. Such pools would know the
input/output groupings, but since the purpose is helping their connected miners it would behoove
them to keep the information secret. Moreover, such TxTangles would not permit bad actors,
assuming the pools are somewhat honest.

The latter case can be defended against by only attempting to TxTangle a few times before taking a
break, and by always regenerating most random elements of a transaction for new attempts. These
elements include the transaction public keys, pseudo commitment masks, range proof scalars, and
MLSAG scalars. In particular, the set of ring decoys for each input should remain the same
to prevent cross-comparisons revealing the true input. If possible, different true inputs should be
used for different TxTangle attempts. Since this weakness is inevitable, it makes the next section’s
concept more palatable.

\(^{16}\) Key cancellation (Section 9.2.2) should not be a problem, since it’s just a fake key and should ideally be
randomly indexed within the list of transaction public keys.

\(^{17}\) If sending to your own subaddress, there is no need for Janus mitigation. Wallets enabled for Janus mitigation
should recognize the amount spent in a TxTangle equals the amount received to your subaddress, so they don’t
erroneously notify the user of a problem.

\(^{18}\) This is assuming transaction public keys are 1:1 with the outputs, as is apparently the case today. If it was
standard for transaction public keys to be in random or sorted order within the extra field, then TxTangle and
non-TxTangle transactions would be largely indistinguishable for subaddress recipients. There are niche cases where
TxTangle participants are unable to include a ‘base’ key (e.g. when all their outputs are to subaddresses), or
where it is clearly non-TxTangle since the subaddress recipient receives most or all of the outputs. Note that since
TxTangle transactions would generally have a lot more outputs than a typical transaction, this heuristic can be used
to differentiate TxTangles from normal subaddress’d transactions.
11.2 Hosted TxTangle

Truly decentralized TxTangle has some open questions. How are the timed rounds initiated and enforced? How are chatrooms created in the first place, for participants to find each other? The most straightforward way is with a TxTangle host, who generates and manages those chatrooms. Such a host would seem to defy the goal of obfuscated participation, since each individual must connect, and send it messages that could be used to correlate input/output groupings (especially if the host participates and knows the message contents). We can use a network like I2P\textsuperscript{19} to make each message received by the host appear as if from a unique individual.

11.2.1 Basic communication with a host over I2P, and other features

With I2P, users make so-called ‘tunnels’ that pass heavily encrypted messages through other users' clients before reaching their destination. From what we understand, these tunnels can transport multiple messages before being destroyed and recreated (e.g. there appears to be a 10-minute timer on tunnels). It is essential for our use case to carefully control when new tunnels are created, and which messages may come out of the same tunnel.\textsuperscript{20}

1. Applying for TxTangles: In our original $n$-way proposal (Section 11.1.1) participants gradually add their mock-members to available TxTangle rooms before they are scheduled to close. However, if a large enough volume of users try to TxTangle concurrently, there is likely to be a high rate of failure as users try to randomly put all their intended outputs in the same TxTangle ‘room’, but then the rooms get full too soon so they have to back out. It would be quite a mess.

   We can make an impactful optimization by telling the host how many outputs we have (e.g. giving him a list of our mock-member public keys), and letting him assemble each TxTangle’s participants. Since we still retain the bLSAG and SAG messaging protocol, the host won’t be able to identify output groupings in the final transaction. All he knows is the number of participants, and how many outputs each had. Moreover, in this scenario observers can’t monitor open TxTangle rooms to deduce information about the participants, an important privacy improvement. Note that the host’s power to pollute TxTangles isn’t significantly different from the non-host design, so this change is neutral to that attack vector.

2. Communication method: Since the host is already acting as the locus of message transport, it is simplest for him to manage TxTangle communication. During each round the host collects messages from mock-members (still at random over a communication interval), and

\textsuperscript{19} The Invisible Internet Project (https://geti2p.net/en/).

\textsuperscript{20} In I2P there are ‘outbound’ and ‘inbound’ tunnels (see https://geti2p.net/en/docs/how/tunnel-routing). Everything received through an inbound tunnel looks like it’s from the same source even if from multiple sources, so on the surface it would appear TxTangle users don’t need to create different tunnels for all their usecases. However, if the TxTangle host makes himself the entry point for his own inbound tunnel, then he gains direct access to the outbound tunnels of TxTangle participants.
at the end of a round there is a short data distribution phase where he sends all the collected
data to each participant, with a buffer period before the next round to ensure the messages
are received and given time to process.

3. Tunnels and input/output groupings: Once a TxTangle has been initiated, users should
dissociate their mock-member identities from the actual outputs that get created. This
means creating new tunnels for bLSAG-signed messages, and each such tunnel may only
transmit messages related to a specific output (it is fine to transmit multiple such messages
through the same tunnel, since obviously information about the same output comes from
the same source). They should also create new tunnels for SAG-signed messages related to
specific inputs.

4. Threat of host MITM attack: The host might fool a participant by pretending to be other
participants, since he controls sending out the mock-member list for constructing bLSAGs
and SAGs. In other words, the list he sends participant A might contain participant A’s
mock-members, and all the rest are his own. Messages received by participant B are re-
signed using A’s list before being retransmitted to A. Since all messages signed by A’s list
belong to A, the host would have direct insight into A’s input/output groupings!

We can prevent the host from acting as MITM of honest participant interactions by modi-
ifying how transaction public keys are made. Participants send each other their intended
transaction public keys as normal (with a bLSAG), then, much like robust key aggregation
from Section 9.2.3, the actual keys that get included in transaction data (and used to make
output commitment masks, etc.) are prefixed with a hash of the mock-member list. In other
words, \( H_n(T_{agg}, S_{mock}, r_t G) \ast r_t G \) is the \( t \)th transaction public key. Baking the mock-member
list into the transaction itself makes it very difficult to complete TxTangles without direct
communication between all actual participants.\(^{21}\)

11.2.2 Host as a service

It’s important for sustainability and continuous improvement that a TxTangle service operate
for profit.\(^{22}\) Rather than compromise user identities with an account-based model, the host may
participate in each TxTangle as a lone output, and require the participants to fund it. When
accessing the host’s ‘eepsite’/service to apply for TxTangles, users are notified of the current
hosting charge, which should be paid on a per-output basis.

Participants would be responsible for paying fractions of the fee \textit{and} the host charge. This time,
the smallest mock-member’s public key (excluding the host’s key) would take the remainder of
both the fee and host charge.\(^ {23}\) Since the host has no inputs, he has no pseudo output commitment

\(^{21}\) If Janus mitigation is implemented, this MITM defense should instead be done with the fake Janus base key.
Each mock-member provides a random key \( r_{mock} G \), then the actual base key is \( \sum_{mock} H_n(T_{agg}, S_{mock}, r_{mock} G) \ast r_{mock} G \).

\(^{22}\) While a deployed TxTangle service may be for profit, the code itself could be open source. This would be
important for auditing wallet software that interacts with a TxTangle service.

\(^{23}\) We must use mock-member keys here since the host doesn’t pay a fee, and his output index is unknown.
to cancel his output’s commitment mask. Instead, he creates shared secrets with the other mock-
members as usual, then separates his real commitment mask into randomly sized chunks for each
other mock-member and divides them by the shared secrets. He publishes a list of those scalars
(corresponding them with each other mock-member based on their public key), signing with his
mock-member key so participants know it’s from the host. The appearance of this list signals
the beginning of round 1 from Section 11.1.2 (e.g. the end of setup round ‘0’). Mock-members
will multiply their host-scalar by the appropriate shared secret, and add that to their pseudo
commitment mask. In this way, even the host’s output cannot be identified by any participant in
the final transaction without a full coalition against him.

To simplify calculations of the fee, the host may distribute the total fee to be used in the transaction
at the end of round 1, since he will learn the transaction weight early. Participants can verify that
amount is similar to the expected amount, and pay their fraction of it.

If participants collaborate to cheat, and not provide the hosting charge, then the host may ter-
minate the TxTangle at round 3. He may also terminate if messages appear in the channel that
should not be there or that aren’t valid.

At the end of round 5 the host completes the transaction and submits it to the network for
verification, as part of his service. He includes the transaction hash in the final distribution
message.

11.3 Using a trusted dealer

There are some drawbacks to decentralized TxTangle. It requires all participants actively com-
municate within a strict timing schedule (and find each other to begin with), and is challenging
to implement.

Adding a central dealer, who is responsible for collecting transaction information from each par-
ticipant and obfuscating the input/output groupings, can simplify the proceedings. The cost is a
higher bar of trust, since the dealer must (at minimum) learn those groupings.\footnote{This section is inspired by the MoJoin protocol outline.}

11.3.1 Dealer-based procedure

The dealer will advertise that he is available to manage TxTangles, and collects applications from
potential participants (consisting of the number of intended inputs [with their types] and outputs).
He may participate with his own input/output set if he wishes.

After a grouping of almost 16 outputs is assembled (there should be two or more participants, and
no participant may have all but one output or input), the dealer will start the first of five rounds.
In each round he accumulates information from each participant, makes some decisions, and sends
out messages that signify the beginning of a new round.
1. To begin, the dealer generates, for each pair of participants, a random scalar, and decides which in each pair should have the positive or negative version. He uses the number and type of inputs and outputs to estimate the total fee required. He sums each participant’s scalars together, and privately sends to each their sum, along with the fee fraction they are expected to pay for, and the (randomly chosen) indices of their outputs. These messages constitute a signal to participants that a TxTangle is beginning.

2. Each participant constructs their sub-transaction as they normally would, generating separate transaction public keys for their outputs (with Janus mitigation as needed), calculating one-time output addresses and encoding output amounts, making pseudo output commitments that balance output commitments and the fee fraction, assembling a list of ring member offsets for use in MLSAG signatures along with the appropriate key images, and add to one of their pseudo output commitments the dealer-sent scalar (multiplied by $G$). They create Part A partial proofs for their outputs, and send all this information to the dealer. The dealer verifies that input and output amounts balance, and sends the complete list of Part A partial proofs to each participant.

3. Each participant computes the aggregate challenge A, and generates Part B partial proofs which they send to the dealer. The dealer collects the partial proofs and distributes them to all the other participants.

4. Each participant computes the aggregate challenge B, and generates Part C partial proofs which they send to the dealer. The dealer collects these, and applies the logarithmic inner product technique to compress them into the final proof. Assuming the proof verifies as it should, he generates a random fake Janus ‘base’ transaction public key, and sends the message to be signed in MLSAGs to each participant.

5. Each participant completes their MLSAGs and sends them to the dealer. Once he has all the pieces, he may finish constructing the transaction, and submit it to be included in the blockchain. He may also send the transaction ID to each participant so they can confirm it was published.


[16] Ring CT; Moneropedia. https://getmonero.org/resources/moneropedia/ringCT.html [Online; accessed 06/05/2018].
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APPENDIX A

RCTTypeBulletproof2 Transaction Structure

We present in this appendix a dump from a real Monero transaction of type RCTTypeBulletproof2, together with explanatory notes for relevant fields.

The dump was obtained from the block explorer https://xmrchain.net. It can also be acquired by executing command `print_tx <TransactionID> +hex +json` in the monerod daemon run in non-detached mode. `<TransactionID>` is a hash of the transaction (Section 7.4.1). The first line printed shows the actual command to run.

To replicate our results, readers can do the following:

1. We need the Monero command line tool (CLI), which can be found at https://web.getmonero.org/downloads/ (among other places). Get the ‘Command Line Tools Only’ for your operating system, move the file to a useful location, and unzip it.

2. Open the terminal/command line and navigate into the folder created by unzipping.

3. Run `monerod` with `.monerod`. Now the Monero blockchain will download. Unfortunately, there is currently no easy way to print transactions on your own system (e.g. without using a block explorer) without downloading the blockchain.

4. After the syncing process is done, commands like `print_tx` will work. Use `help` to learn other commands.

Component `rctsig_prunable`, as indicated by its name, is `prunable` from the blockchain. That is, once a block has been consensuated and the current chain length rules out all possibilities of
double-spending attacks, this whole field can be pruned and replaced with its hash for the Merkle tree.

Key images are stored separately, in the non-prunable area of transactions. These are essential for detecting double-spend attacks and can’t be pruned away.

Our sample transaction has 2 inputs and 2 outputs, and was added to the blockchain at timestamp 2020-03-02 19:01:10 UTC (as reported by its block’s miner).

```plaintext
print_tx 84799c2fc4c18188102041a74cef79486181df96478b717e8703512c7f7f3349
Found in blockchain at height 2045821
{
  "version": 2,
  "unlock_time": 0,
  "vin": [
    "key": {
      "amount": 0,
      "key_offsets": [ 14401866, 142824, 615514, 18703, 5949, 22840, 5572, 16439,
        983, 4050, 320
      ],
      "k_image": "c439b9f0da76ca0bb17920ca1f1f3f1d216090751752b091bef9006918cb3db4"
    }
  ],
  "key": {
    "amount": 0,
    "key_offsets": [ 14515357, 640505, 8794, 1246, 20300, 18577, 17108, 9824, 581,
      637, 1023
    ],
    "k_image": "03750c4b23e5be486e62608443151fa63992236910c41fa0c4a0a938bc6f5a37"
  }
],
"vout": [
  "amount": 0,
  "target": {
    "key": "d890ba9ebfa1b44d0bd945126ad29a29d8975e7247189e5076c19fa7e3a8cb00"
  }
},
"amount": 0,
"target": {
  "key": "dbec330f8a67124860a9bfb86b66db18854986bd540e710365ad6079c8a1c7b0"
}
```
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34   }
35 },
36 "extra": [ 1, 3, 39, 58, 185, 169, 82, 229, 226, 22, 101, 230, 254, 20, 143,
37, 139, 28, 114, 77, 160, 229, 250, 107, 73, 105, 64, 208, 154, 182, 158, 200,
38, 73, 2, 9, 1, 12, 76, 161, 40, 250, 50, 135, 231
39 ],
40 "rct_signatures": {
41 "type": 4,
42 "txnFee": 32460000,
43 "ecdhInfo": [
44   "amount": "171f967524e29632"
45   ],
46   "amount": "5c2a1a9f54ccf40b"
47 },
48 "outPk": [ "fed8aded6914f789b63c37f9d2eb5ee77149e1aa4700a482ae53f82177b3b41",
49   "670e086e40511a279e0e4be89c9417b4767251c5a68b4fc3deb80fdae7269c17"]
50 },
51 "rctsig_prunable": {
52 "nbp": 1,
53 "bp": [ "A": "98e5f23484e97bb5b2d453505db79caadfa20d2c2b69dd3f2b3dbf2a5ca280216",
54 "S": "b791d4cb6a4d716e5a79673ed4a5487a1841223216e0b7341bc3fd0915a796",
55 "T1": "5d58cfa9b69ebcdeb2375e47729e34e24ce5eb996e5275aa93f9871259f3a1aecd",
56 "T2": "1101994fe2a09b71a2aa25586e429c4c0f440067e2b197469aa1a9a1512f84b7",
57 "taux": "b0aad39da0064044cece7fe6d4658cf17e0f42419c284bdca03c025030706c03",
58 "mu": "cacad7ca5404afa28e7c39918d9f80b0e5e8572a2a10696186d0294b923fa200",
59 "L": [ "d06404fc35a60c6c47a0e42e43435e0302671348477a49831a6f82307fc32",
60   "c9a5932468839ee0cd1aa2815f156746d4dce799ab3013f4996f6e6b9eef",
61   "efd4ae034dcedb79512581480d8071c51e063fe9b7a5451829f7a7824bc5a0b",
62   "56fd2e74ac6e1766cf5d6c8303a90c68165a6b0855fae1d5b51a2e0353f333d1",
63   "81736ed768f57e7f8d440b4b18228d348dce1eca68ff9e75fa045f44174c99",
64   "695711950e076f54cf24ad44d8309c18730f4bf40c449e28d577ba74dd86d",
65   "4dc3147619a6c9401fec004652df290800069b776fe31b3c5cf98f64eb13ef2c"
66   ],
67 "R": [ "7650b8da45c705496c26136b4c1104a8da601ea761df8bba07f1249495d8f1ce",
68   "e87789febe99a44554871f8f811723ee350cba0276ad5f1696a62d91a4363fa6",
69   "ebf663fe9bb580f0154d52ce2a6dae544e7f6f2d3808531b0b0749f5152ddfb",
70   "5a41526821e812b196a2656a6b0e3647a6b456b7987adf288c5b0b556ec6",
71   "dc0dc2e696e11e4b6e2c800b6fcb6e182290748c5de254d64bf7f9e3c38fb46c9",
72   "101e2271ced03b229b88228d74b36088b40c882f26db6b1f9935b85f3ab96043",
73   "b14aa1d35c9b176ac526c23f31b044559da75cf95bc640d1005bfc6367040b"
74   ],
"a": "4809857de0bd6becdb64b85e9dfbf6085743a8496006b72ceb81e01080965003",
"b": "791d8dc3a4ddde5ba2416564127eb194918839ced3aea7399f9c36a17f36150e",
"t": "aace86a7alcdec3691859fa07fdec83eeedca84b8a064ac3f0149e76d76721c03"
},

"MGs": [
  {
    "ss": [
      "d7a9b87cfa74ad5322edd1bfff4c4dca08bcf6f8578a29a8bc4ad6798de106",
      "f08ef5fda292de60e981c561d749ea96ddc7e6855f76fb9b807842d117f6e00",
      "de0a86d12be2426f605a183443e323275fe744f52fd439041ad2d59136ea0b",
      "0028f9797630406e12c5409febbcbe23a23fe5098fb43ca3e7339bf0c4c7407",
      "f6eef1f99e60537c2b1ec2b3d4c6e56a550f007c81b81d380b9fda3465cc05",
      "cd98fc987374a0ac993edf4c9af0a6f2b5054f2af60b1612ea11840f533036",
      "5a8437f575dae7e2183a1c620ebc665f53d6cc31e64c6276f0497624361e08",
      "5090103f7f3a33024fda999c841b99b8745fa32c4097cdcc22fa3d7e9502",
      "88d34246afbccbd24d2af2ba29d9358136346e169912e4a419a32281ac14e0e",
      "eacdf59478f132dd8dbf9580546f96de194902558ffceeff410ee9e9b30ce570e",
      "571dab8557921bbae30bda97b6e13c8a0cfff378d1ec6413f59e4972f30f247d0",
      "5ca7eda9126919293049b0318233700323ed8fddadcc491ca338c1f0c50d",
      "ac8de6bb28839cf9d4d20980b1d415742a10c713fdd51319f2d42a58bf1df7d07",
      "7347bf16cbac5e6a6f2d4f6a591ed0ca1a4306c3a235531ef1a75cd8530d",
      "b8876fd5a35766150f0fbc675ba9c774c2851c0a4fd4e0b17d3ac4b66de167402",
      "e39f1d24527d521cbf02b8a66e26e6b5994f628ce5cf81ad0c0ff28bab097f98",
      "1309f8ead30b7be8d0c5932743b343ef60001ce3f3a4101eaee98ffde53f46300",
      "370693fae6838984e9a7232bca42fd3d6c02119d4471d61ee5233ba5320f",
      "80bc2da5fc5951f2c7406f0ce37a7a72ffef9cfa215951b68dfab4b7b9f9f0c",
      "c3713789823400bce0074e6131790f3223f9790eeefe67231eb001092f5510c",
      "01c89e07571f3d365ca674b34f1b44e06c1c31cfff3e4156d08309345fd20e",
      "a35c878695a86ca4e677b102197a111dadce7171d8ce2e9de9d8280f0e00f0f",
      "0d8b70c6006c7714f3e9a4080f1ff7c7477023c793752c1152d5df0813f75ff0f"
    ],
    "cc": "0d8b70c6006c7714f3e9a4080f1ff7c7477023c793752c1152d5df0813f75ff0f"
  }
]
Transaction components

- (line 2) - The command `print tx` would report the block where it found the transaction, which we replicate here for demonstration purposes.

- **version** (line 4) - Transaction format/era version; ‘2’ corresponds to RingCT.

- **unlock time** (line 5) - Prevents a transaction’s outputs from being spent until the time has past. It is either a block height, or a UNIX timestamp if the number is larger than the beginning of UNIX time. It defaults to zero when no limit is specified.

- **vin** (line 6-23) - List of inputs (there are two here)

- **amount** (line 8) - Deprecated (legacy) amount field for type 1 transactions

- **key_offset** (line 9) - This allows verifiers to find ring member keys and commitments in the blockchain, and makes it obvious those members are legitimate. The first offset is absolute within the blockchain history, and each subsequent offset is relative to the previous. For example, with real offsets \{7,11,15,20\}, the blockchain records \{7,4,4,5\}. Verifiers compute the last offset like \((7+4+4+5 = 20)\) (Section 6.2.4).

- **k_image** (line 12) - Key image \(\tilde{K}_j\) from Section 3.5, where \(j = 1\) since this is the first input.

- **vout** (lines 24-35) - List of outputs (there are two here)

- **amount** (line 25) - Deprecated amount field for type 1 transactions

- **key** (line 27) - One-time destination key for output \(t = 0\) as described in Section 4.2
• **extra** (lines 36-39) - Miscellaneous data, including the transaction public key, i.e. the share secret $rG$ of Section 4.2, and encrypted payment ID from Section 4.4. It typically works like this: each number is one byte (it can be 0-255), and each kind of thing that can be in the field has a ‘tag’ and ‘length’. The tag indicates which information comes next, and length indicates how many bytes that info occupies. The first number is always a tag. Here, ‘1’ indicates a ‘transaction public key’. Tx public keys are always 32 bytes, so we don’t need to include the length. Thirty-two numbers later we find a new tag ‘2’ which means ‘extra nonce’, its length is ‘9’, and the next byte is ‘1’ which means an 8-byte encrypted payment ID (the extra nonce can have fields inside it, for some reason). Eight bytes go by, and that’s the end of this extra field. See [81] for more details. (note: in the original Cryptonote specification the first byte indicated the size of the field. Monero doesn’t use that.) [140]

• **rct.signatures** (lines 40-50) - First part of signature data

• **type** (line 41) - Signature type; RCTTypeBulletproof2 is type 4. Deprecated RingCT types RCTTypeFull and RCTTypeSimple were 1 and 2 respectively. Miner transactions use RCTTypeNull, type 0.

• **txnFee** (line 42) - Transaction fee in clear text, in this case 0.00003246 XMR

• **ecdhInfo** (lines 43-47) - ‘elliptic curve diffie-hellman info’: Obscured amount for each of the outputs $t \in \{0, ..., p - 1\}$; here $p = 2$

• **amount** (line 44) - Field amount at $t = 0$ as described in Section 5.3

• **outPk** (lines 48-49) - Commitments for each output, Section 5.4

• **rctsig.prunable** (lines 51-132) - Second part of signature data

• **nbp** (line 52) - Number of Bulletproof range proofs in this transaction

• **bp** (lines 53-80) - Bulletproof proof elements (Bulletproofs were not explored in this document, so we will not itemize further)

\[ \Pi_{BP} = (A, S, T_1, T_2, \tau_x, \mu, \ell, R, a, b, t) \]

• **MGs** (lines 81-129) - MLSAG signatures

• **ss** (lines 82-103) - Components $r_{i,1}$ and $r_{i,2}$ from the first input’s MLSAG signature

\[ \sigma_j(m) = (c_1, r_{1,1}, r_{1,2}, ..., r_{v+1,1}, r_{v+1,2}) \]

• **cc** (line 104) - Component $c_1$ from aforementioned MLSAG signature

• **pseudoOuts** (lines 130-131) - Pseudo output commitments $C_j^\alpha$, as described in Section 5.3. Please recall that the sum of these commitments will equal the sum of the two output commitments of this transaction (plus the transaction fee commitment $fH$).
In this appendix we show the structure of a sample block, namely the 1582196th block after the genesis block. The block has 5 transactions, and was added to the blockchain at timestamp 2018-05-27 21:56:01 UTC (as reported by the block’s miner).

```plaintext
print_block 1582196
timestamp: 1527458161
previous hash: 30bb9b475a08f2ea6fe07a1fd591ea209a7f633a400b2673b8835a975348b0eb
nonce: 2147489363
is orphan: 0
height: 1582196
depth: 2
hash: 50c8e5e51453c2ab85ef99d817e166540b40ef5fd2ed15ebc863091ca2a04594
difficulty: 51333809600
reward: 4634817937431
{
    "major_version": 7,
    "minor_version": 7,
    "timestamp": 1527458161,
    "prev_id": "30bb9b475a08f2ea6fe07a1fd591ea209a7f633a400b2673b8835a975348b0eb",
    "nonce": 2147489363,
    "miner_tx": {
        "version": 2,
        "unlock_time": 1582256,
```
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```
"vin": [ {
    "gen": {
        "height": 1582196
    }
}
],
"vout": [ {
    "amount": 4634817937431,
    "target": {
        "key": "39abd5f1c13dc6644d1c43db68691996bb3cd4a8619a37a227667cf2bf055401"
    }
}
],
"extra": [ 1, 89, 148, 148, 232, 110, 49, 77, 175, 158, 102, 45, 72, 201, 193, 18, 142, 202, 224, 47, 73, 31, 207, 236, 251, 94, 179, 190, 71, 72, 251, 110, 134, 2, 8, 1, 242, 62, 180, 82, 253, 252, 0
],
"rct_signatures": {
    "type": 0
}
],
"tx_hashes": [ "e9620db41b6b4e9ee675f7bfdeb9b9774b92aca0c53219247b8f8c7aecf773ae", 
    "6d31593cd5680b849390f09d7ae70527653abb67d8e7fdca9e0154e5712591bf", 
    "329e9c0caf6c32b0b7bf60d1c03655156bf33c0b09b6a39889c2ff9a24e94a54", 
    "447c77a67adeb5dbf402183bc79201d6d6c2f65841ce95cf03621da5a6bffeefc", 
    "90a698b0db89bb0704a4ffa4179dc149f8f8d01269a85f46ccd7f0007167ee4"
]
```

Block components

- **(lines 2-10)** - Block information collected by software, not actually part of the block properly speaking.

- **is orphan** (line 5) - Signifies if this block was orphaned. Nodes usually store all branches during a fork situation, and discard unnecessary branches when a cumulative difficulty winner emerges, thereby orphaning the blocks.

- **depth** (line 7) - In a blockchain copy, the depth of any given block is how far back in the chain it is relative to the most recent block.

- **hash** (line 8) - This block’s block ID.
• difficulty (line 9) - Difficulty isn’t stored in a block, since users can compute all block difficulties from block timestamps and the rules in Section 7.2.

• major_version (line 12) - Corresponds to the protocol version used to verify this block.

• minor_version (line 13) - Originally intended as a voting mechanism among miners, it now merely reiterates the major_version. Since the field does not occupy much space, the developers probably thought deprecating it would not be worth the effort.

• timestamp (line 14) - An integer representation of this block’s UTC timestamp, as reported by the block’s miner.

• prev_id (line 15) - The previous block’s block ID. Herein lies the essence of Monero’s blockchain.

• nonce (line 16) - The nonce used by this block’s miner to pass its difficulty target. Anyone can recompute the proof of work and verify the nonce is valid.

• miner_tx (lines 17-40) - This block’s miner transaction.

• version (line 18) - Transaction format/era version; ‘2’ corresponds to RingCT.

• unlock_time (line 19) - The miner transaction’s output can’t be spent until the 1582256th block, after 59 more blocks have been mined (it is a 60 block lock time since it can’t be spent until 60 block time intervals have passed, e.g. $2 \times 60 = 120$ minutes).

• vin (lines 20-25) - Inputs to the miner tx. There are none, since the miner tx is used to generate block rewards and collect transaction fees.

• gen (line 21) - Short for ‘generate’.

• height (line 22) - The block height for which this miner tx’s block reward was generated. Each block height can only generate a block reward once.

• vout (lines 26-32) - Outputs of the miner tx.

• amount (line 27) - Amount dispersed by the miner tx, containing block reward and fees from this block’s transactions. Recorded in atomic units.

• key (line 29) - One-time address assigning ownership of the miner tx’s amount.

• extra (lines 33-36) - Extra information for the miner tx, including the transaction public key.

• type (line 38) - Type of transaction, in this case ‘0’ for RCTTypeNull, indicating a miner tx.

• tx_hashes (lines 41-46) - All transaction IDs included in this block (but not the miner tx ID, which is 06fb3e1cf889bb972774a8535208d98db164394ef2b14ecfe74814170557e6e9).
In this appendix we show the structure of the Monero genesis block. The block has 0 transactions (it just sends the first block reward to thankful_for_today [127]). Monero’s founder did not add a timestamp, perhaps as a relic of Bytecoin, the coin Monero’s code was forked from, whose creators apparently tried to hide a large pre-mine [13], and may operate a shady network of cryptocurrency-related software and services [134].

Block 1 was added to the blockchain at timestamp 2014-04-18 10:49:53 UTC (as reported by the block’s miner), so we can assume the genesis block was created the same day. This corresponds with the launch date announced by thankful_for_today [127].

```plaintext
print_block 0
timestamp: 0
previous hash: 0000000000000000000000000000000000000000000000000000000000000000
nonce: 10000
is orphan: 0
height: 0
depth: 1580975
hash: 418015bb9ae982a1975da7d79277c2705727a56894ba0fb246adaabb1f4632e3
difficulty: 1
reward: 17592186044415
{
    "major_version": 1,
    "minor_version": 0,
```
"timestamp": 0,
"prev_id": "0000000000000000000000000000000000000000000000000000000000000000",
"nonce": 10000,
"miner tx": {
    "version": 1,
    "unlock_time": 60,
    "vin": [{
        "gen": {
            "height": 0
        }
    }]
},
"vout": [{
    "amount": 17592186044415,
    "target": {
        "key": "9b2e4c0281c0b02e7c53291a94d1d0cbff8883f8024f5142ee494ffbbd088071"
    }
}]
"extra": [1, 119, 103, 170, 252, 222, 155, 224, 13, 207, 208, 152, 113, 94, 188, 247, 244, 16, 218, 235, 197, 130, 253, 166, 157, 36, 162, 142, 157, 11, 200, 144, 209]
"signatures": [],
"tx_hashes": []
}

**Genesis block components**

Since we used the same software to print the genesis block and the block from Appendix B, the structure appears basically the same. We point out some unique differences.

- **difficulty** (line 9) - The genesis block’s difficulty is reported as 1, which means any nonce could work.

- **timestamp** (line 14) - The genesis block doesn’t have a meaningful timestamp.

- **prev_id** (line 15) - We use an empty 32 bytes for the previous ID, by convention.

- **nonce** (line 16) - $n = 10000$ by convention.

- **amount** (line 27) - This exactly corresponds to our calculation for the first block reward (17.592186044415 XMR) in Section 7.3.1.
• **key** (line 29) - The very first Moneroj were dispersed to Monero’s founder thankful_for_today.

• **extra** (lines 33-36) - Using the encoding discussed in Appendix A, the genesis block’s miner tx extra field just contains one transaction public key.

• **signatures** (line 37) - There are no signatures in the genesis block. This is here as an artifact of the print_block function. The same is true for tx_hashes in line 39.